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Pre face

The purpose of this-s was to determine the efficiency of tile

application of the electronic mail system (INFOAAIL) on the Defense Data

letwork (DDN) and then conceptualize alternatives which would improve

this efficiency. This is the first examination of the overall

efficiency of this mail system on the DON although previous efforts had

addressed limitations in components of the system. .

rhe scope of this effort concentrated on the interfacing between

the various elements of the system from the terminal up through the DON

to the electronic mail host. This efficiency analysis did not evaluate

the DoD standard intertace protocols. Altbogh this report specifically

analyzed the electronic mail function on the DDN, it will provide

information on any terminal communications applicatioa on the DDN.
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Abstract

The highly centralized topology of the INTFOMAIL electronic mail

system, requires the transmission of inefficient packets, characteristic

Of a mail session, to traverse a con3iderable portion of the -.efe-nse

Data-- Network (DDN). Alternative mail system topologies reduce this

deficiency by distributing wrail functions into network areas closer to

- -the users.

rhe common user I/0 device for the electronic mail interaction, the

terminal, is inefficent in its use of network transmission bandwidth.

Mlodification cf the current terminal/DW4 Interface would improve this

inefficiency particularly when more c.3pable terminals, which could

capitalize on this modification, are being deployed.

- User interaction on the DDN from a network host computer is also

0 •inefficient in its use of the network's transmission capability.

Alterations in the DDNJ/network host interface would reduce this

inefficiency.

vii
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1. Introduction to the Efficiency Analysis of the Electronic Nail

" System (INFOMAIL) on the Defense Data Network

1.0. Fackground

The Department of Defense (DoD) utilizes a computer data

transmission network known as the Defense Data ietwork (DDN) to

effectively employ its large data processing resources. The DDN

provides a communications link between major DoD computer systems

(hosts) throughout the world, which permits the various processinc

resources, such as batch processors and computer databases, to be

accessed by many users regardless of location (1:1). The DON

4rchitecture, as depicted in Figure 1.0 below, connects the network

resources and users through data transmission switches called Interface

Ilessage Processors (IMP), which are interconnected through wideband

communications media. A user accesses a network host by establishing a

connection through his supporting IMP to the IMP that provides network

connectivity to his destination system. The data transmission technique

for the DDN is packet switching, which is the quantization of user

information, by the IMP, between network users into discrete packets and

routing these units through the network. The IMs temporarily store a

received packet and then retransmit it on the communications line that

provides the most expeditious path to the IlP supporting the destination

user. At this point the data is reassembled into the source user

message and then forwarded to the destination user. The destination

user then transmits a message bacx to the source user to confirm receipt

of the message and willingness to accept another. With this versatile

communications system and the proliferation of data processing

4 .-



- equipment, the uses for this system are extensive. The following

* "paragraph summarizes some of these requirements.

Communications Media

mq

Figure 1.0. DDN Architecture

I.i. DDN Requirements

The DDN provides data transmission networking for several worldwide

missions from connecting the large data processing facilities of the DoD

research and development community to supporting DoD command and control

communications. Figure 1.1 depicts the current DDN connectivity.

Because of the defense oriented mission of the DDN, it must be able to

provide reliable communications even through times of national crisis

when normal communications might be disrupted by sabotage or direct

attack. Communication survivability is provided through the multiple

2



routin- of communications paths between IMPs, thus ensuring connectivity

(1:8). As a communications path is broken, an alternate path is

selected by the IMP. Alternate IMlPs also provide switching redundancy

to the D.DN. Fhe future requirements, for the DDN, are increasing with

new users reouesting connectivity. In addttion, "The Department of

fLefense (DoD) has directed that all DoD data processing systems and

communications networks that reQuire a data communications service will

use the Defense Data Network (DDN)" (2:42). This increase in the

network connectivity will generate a significant amount of additional

network traffic.

1.2. Electronic Iail.

One application of the DDN is the ability to provide electronic

mail service. DDN 'iser can compose an electronic message using the

composition and editing capability of his inail supporting computer, much

like a word processor. This supporting host can be accessed locally or

through the network. rhe electronic mail is then released to traverse

the network, if required, and is posted in the recipient's mailbox.

Finally the recipient accesses his mailbox bost and reads the electronic

mail. This form of communications is becoming quite popular in the

0 civillan and military communities as an alternative communications media

to the telephone. Several networks have been established commercially.

Last year there were over 440000 electronic mail customers sendinc 50

million messages (3:64). It is also competitive with the postal service

because electronic mail can be transmitted electronically much faster

than shipping a letter through the -ail. The popularity of electronic

mail on the DDN has itF !mpacts 3s liscussed in the following paragriph.

23 -I - :A
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1.3. Electronic Mail Problem

In addition to the known future requirements, there is a strong

likelihood of unknown future requirements. If the expansion of the

network, since its first operational cutover, is any indicator of the

magnitude of future requirements, the CDN will be pccviding service to a

significant number of adcitional users in the future. Pistorically, the

number of network hosts has increased by 10% every year for the last

four years and the network traffic has increased by 30' each year. As

the advantages of interconnecting hosts into a network becomes more

apparent to users and because more data processor equipment is being

purchased, the number of network hosts is projected to increase by 20% a

year (2:19). This, in turn, creates an increase in the number of

packets being transmitted through the network. in addition, electronic

mail is one of the applications of the network that is on the increase.

Currently several mail systems are operating on the network. INFON AIL,

3 commercial electronic mail system from Bolt, Beranek, and Newman

Communications Corp, supports the Defense Communications Agency (DCA).

It provides the mail functions, as previously described in paragraph

1.2. There are system inefficiencies in the current operation of the

LN'FO01AIL system on the DDN, which do not provide the most transmission

effective communications connectivity. The analysis of the INFO-MAIL/ODN

inefficiencies was the focus of this study.

1.4. Scope

This study analyzes these specific areas of the INFOM1AIL mail

system and its DDN components that provide connectivity to the user:

1. System topology and architecture In the DDI.

5



2. System component interfacing in the DDN.

The analysis addresses the follcwing objectives:

I. Identify and characterize the most offending inefficiencies in the

INFOMAI, system.

2. Develop concepts which can alleviate the above inefficiencies.

3. Prioritize inefficiencies identified, fy their ar.nitude of

- inefficiency -ind tIe resources needen to rectify tnem.

1.5. Study Constraints

,here are cert31n aspects of the INFQMA1L system, including its DDN

connectlvity, which are not addressed in this study because of the

lenqth of the software modification review cycle, contract limitations,

or the item is a DoD or international standard that do not lend

themselves to timely modifications. These constraints, apply to the

Sfollowing:

1. All communications protocols.

. 2. DDN software modifications.

3. DDN backbone architecture.

4. I'!FO !AIL software modifications.

1.6 Study Approach

The most prevalent area of inefficiency in any large system

S-consisting of heterogenous elements is -isually in the interfacing of the

various components. This study focuses on this area. The analysis of

the INFO'MIAIL system was undertaken at the system and component levels.

The topology of the IMFOMAIL mall system on the DCiO is compared to three

alternative mail system topologies against various criteria. Each

... ...

-i,



topology is evaluated as to its affect on the DDN by applying a mail

session model, which represents the typical user/mail host interaction.

Also this comparison extends into a relative cost comparison of the

acquisition and support requirements for each mail system. The third

criteria, which completes the analysis, compares the different

topologies relative operational effectiveness in providing system

availability and reliability. fhe user I/0 interface efficiency is also

evaluated to determine the inot effective technique to interface the

user to the mail system. This entails an examination of network access

techniques and their impact on the transmission efficiency of the

network. In addition, a comparison of three representative terminals is

conducted according to the criteria and techniques described for the

topology evaluation. The results indicate the network resources

enerate4 by each configuration a.nc also their relativo standing in

required financial and operational resourps.

1.7 Summary of Current Knowledge

Each packet contains a certain amount of overhead information whici.

provides source/destination data, error checking capability, and network

component information. This overhead information, although necessary,

is wasted, in the sense that it is not user generated data. The length

of a packet, in bits, varies depending on its application and networK

-access technique, where one character or a group of characters can be

carried. In one case, many small packets are required to provide the

same data as a lesser number of large packets, which are therefore more

transmission efficient than smaller packets in the utilization of the

DDN communications. This transmission inefficiency, could cause network

7



congestion and increase network connectivity delays. Conversely,

- multiple large packets, a Ithough transmission efficient, have greater

delay through the network than the smaller packets. An optimum network

would be transmission efilcient with minimum delays.

1.8 Summary

In brief, the INFOMAIL/DDN system is inefficient in its utilization

of resources. This study analyzes both the mail system and the DDN

components that provide connectivity to the mail system. fhe analysis

determines the efficiency of the current system alon,7 with several

alternatives. This results in recommended modications to the present

system. the following chapter provides additional background

information to understand the basic components and concepts of the DDN

and electronic mail.

,
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TI. ARPANET/DDN Background

2.0. Introduction

The concept of electronic mail is best understood with background

information in computer communications. The particular computer

communications network, which this study will cover, DDN, has its early

development in the first packet switched network, the Advanced Research

Projects Agency (ARPA) network (ARPANEr). The basic requirement for a

computer communications network was established when computers that were

physically distributed in various locations needed to communicate. The

development of the data communication network concepts and DDN

components are to he addressed In this chapter with the specific details

of one application of the network, electronic mail, provided in the

following chapter. The first concept to discuss is the evolution of the

"m. network as described in the next section.

2.0.1. Distributed Systen

One of the most ambitious steps in the evolution of computer

architecture was the design of the distributed local network. This

concept allowed physically separate computers to share certain

resources, such as printers and storage devices. As these resources

were expensive and underutilized, this sharing hy multiple systems

helped justify the resource investment costs. £he communication between

the components of the distributed system take place over a transmission

media such as coaxial cable depending on the computer-resource

transmission rate. Resource control and interfacing is incorporated

into a set of rules known as protocols, which establish techniques for

9



accessing and requesting the shared resources. The current utility of

these local area networks is recognized in both military and civilian

applications. The next logical extension of the distributed asset

architecture would be the expansion of the network to Include

-eographically separated computers and resources.

2.0.2. ARPANET Concept

In the mid 1960s the DoD was acutely aware of the need for

specialized computer resources, particularly in the research and

development area. High computational speed systems were required to run

some of the most complex software, such as meteorological, aerodynamic,

and nuclear weapons simulations. Because of the magnitude of these

software programs and the wide geographical separation of the research

facilities, specialized computers might be required at each location.

- In addition to the expense of acquiring and maintaining these systems at

several locations, there was the inefficiency of underutilizing these

assets when their specialized software was not in operation. To more

cost effectively employ these resources, the concept of the distributed

asset architecture was incorporated to interconnect these systems. The

most ambitious and most successful application of this architecture was

undertaken by the ARPA, now referred to as the Defense Advanced Research

Projects Agency (DARPA). ARPA's original goals for the distributed

network were to:

1. Develop and test computer communication3 techniques.

2. Obtain benefits of resource sharing for the ARPA community (5:41).

in
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The original network started with four nodes in 1967. The growth

of the system in numbers of users and capabilities provided to the users

is ohenomonal. In addition to the original capability of geographically

separated computer to computer intercommunications, which allows a user

at one computer the ability to access and interactively utilize the

computer resources at a distant system, the ARPANET extended its

interface capability to provide users access to the network with merely

a terminal. Thus the significant capabilities of the network resources

were made available to terminal users without the added expense of an

interfacing suoporting host. The ARPANET concept expanded out of the

research and development community and into general purpose data

communications. The follotwing section addresses the development of the

ARPANET based DDN aJon with its architecture.

?.1. Defense Data Network

The success of intercomputer communications networks, in the DoD,

)ased upon the ARPANET has generated similar systems which provide

connectivity to specialized missions. One example of a parallel network

is the World Wide lilitary Command and Control System (W'1CCS)

Information Network (SIN) .Yhich has been operational since 1975

utilizing APANEI technology (2:3). Because of the proliferation of

these DoD networks, in April 1932 the Deputy Secretary of Defense

directed a reorganization of these networks into a combined DoD common

user data communications network called the Defense Data Network. The

current DDN, depicted in Figure 1.1, is based on an improved ARPANET

technology which will provide multilevel security between network users

I and increased connectivity (A:1). Also, because of its increased

... . .
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defense utility the Joint Chiefs of Staff determined that Lhe DDN was to

" ' "- be designed to be survivable against threats commensurate with the users

it supports (1:8). The use of highly reliable network components, in

addition to adaptable connectivity, help to satisfv this objective. As

seen in this Figure I.1, the network has greatly expanded beyond the

original ARPANET of four nodes. This network supports 400 hosts and

2000 terminals (2:42).

2.2. DDN Architecture

The significant tasks of connecting such 4 vast number of users

with various tyoes of equipment requires an unusual communications

system. Unlike the telephone system there are no direct connections;

all commdnications paths are shared for maximum efficiency. The

followinF section describes the theory behind the data communications

technioue, packet switching, which makes the system possible. It also

describes the significant components, along with their function, of the

2.7.1. Packet Switcbin, Theory

Fhe interfacing of the various computer systems to fulfill the

ARPANET goal, required the developent of a communications system that

would he almost transparent to the members of the network. Reauiring

all hosts to adhere to a single specific set of parameters, such as

transmission speed would compromise their capahilities and reduce the

advantage of the networks, in terms of shared resources. The network

itself had to accept the significant share of the burden in the

interfacing of the varicus hosts. rhe network communications philosophy

12
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utilized the technique of segmenting units of information, messages

between computers, into discrete packets, which contained the source and

destination address information in addition to the original data. This

function is diagrammed in Figure 2.0.

Source Host Subnet(IMP) Destination Host

\I \

I \
I \

Control DestjLink NoHeader 'Control -Sourcel Link Now

/. \

PKT #1

Leader Leader

I

-- - -Header -

SPKT 2
Message Message

IMP

Packets Communications

Figure 2.0. Message/Packet/Message Transition

between two Network Hosts (6:378).

Communications between network users appears to be continuous, but

in reality source data is segmented into packets, by a network node. It

is then sent, via different routes and network nodes to the network node

supporting the destination user, where the packets are reconverted into

the source data. The length of the packet can be as great as 1008 bits

with up to 8 packets per host message. The packets are utilized in a

network implementation strategy known as store and forward, which has

13
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intermediate network nodes from the source to the destination hosts

. . store the received packetized information and then forward it when the

communications line is available This technique provides the maximum

utility of the many communications lines between network hosts by

forcing all hosts to time share them (7:339). The method used to

determine which particular line should be chosen to route the packet is

provided below.

2.2.2. Network Packet Routing Technioue

rhe ARPANET pioneered the locally-determined adaptive routing

technique. rhis method identifies the node to forward a packet through

based on a routing table. This table, in turn, is continually updated

through the shortest time path determined through the actual ,reasur2ment

of traffic delays. The distributed switching node architecture alon -

with a requirement for dual communications connectivity provides

imultiple alternative routes to reduce delays and increase svst

- reliability. It also eliminates system wide critical points, such -is

central control facility. The loss of several nodes throu 7hout the

network will reduce system connectivity by isolating some network hots

and will also increase the utilization of the survivia- network hut

communications will still be available (7:339). The components And a

description of their functions that provide this survivable connectivity

are discussed in the following paragraphs.

... .D: Components

'he elements of the DDN architecture that utilize the above theory

are unioue in their lesian of their hardware and software to Incorporate

14
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high reliability and unmanned operation. dardware and software checks

are continuously being accomplished to ensure reliable connectivity.

The elements of the DDN that utilize the above theory are depicted in

Figure 2.1 and discussed in the next section.

J.F.EP1TEP A

S

Figure 2.1. Representative DDN Network Components

and their Connectivity

2.2.3.1. Interface Message Processor

This is the most powerful component of the network. It is a

computer controlled packet switching node that specifically:

1. Routes packets through the network by receiving them on the input

line, reading their destination, and then depending on their

destination, forwarding them to their node serving the destination

host or its own host.

2. Packetizes messages from its local network user and transmits them

on the network.

* 3. Reassembles packets with its network user as the destination into
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messages and forwards them. to that user.

4. Retransmits packets to o destination node if the previous packet

was not acknowledsged.

5. Checks packets for transmission errors.

6. Col11 cts performance statistics utilized for packet routiie, s.stem

analysis, and control.

The lP function iz performed by an unattended 130 packet

.4i tchin- processor, designed for high re'iahlity through redundancy,

-of onitoring caoability, .7racefull performance degradation instead of

c itstroohic f-illire, and -automatic programi reload. c'ioability (8:65).

Sn ctior11v the 1",P provides an almost universal interface between the

m;l titude of host computers aod the network. Some of its specific

arli ; ties are the foliowino:

1. Frafiz throu.?hput of IJO Fackets/secon4 tandem processing (ie. 300

in, 3 switched, and 300 out s imt] t ineous ly

. ?rocessin, ,elav of under I rillisecond unloaded, with 1-2

miiliseconds moderately loaded, and 2-3 iilliseconds heavily

loaded.

3. Pouting bandwidth and CPU overhead of less than 2%, and a reaction

to topoloqical or significant delay changes in less than 10Q

milliseconds (I :2 ).

2.2.3.?. Terminal Access Controller (TAC)

* To provide network access to the terminal without a local network

host interfacing to an iMP, the Terminal Interface Processor (TIP) was

developed for the APPANET. Tjhis component was a variation of the IHIP

that provided additionil hardware and software to support communications

16
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with terminals. The TIP was replaced bv the Terminal Access Controller

(TAC), which thou7h similar in function to TIP svs tem, segmented

termi nal control and the TIP functions into separate components. 1'he

LV? is a transmission speed adaptable component that can provide

connectivity to ')3 terminals, via an 1:1P, to the network. The I P views

the TAC as a host to the terminal. The TAC is designed for unattended

operation and high reliability (9:2).

2. 2.3.3. :etwork Access Component (NAC)

The current interfacing between the user-s host and the network

recuires a common set of protocols, which ensure communications

compa tibi I i tv amon7 the network users. Ehe network protocol

irole-entation car- take place in two ways depending on the extent of the

-odifications of the host the user can afford and also the networK

capabilities that the host requires. The internal technique has the

users host, either in application software or in the operating system,

provide the required Protocols. This method often requires extensive

u ro-r.rmin and it is onlv as time responsive as the host. The eyternal

technikoue provides a hardware interface device, which performs the

Protocol interconnection hatween the networ and user's host (10:13-1t).

There are two techniiues of providing the external network access to a

host which are described in the following paragraphs.

2.2.3.4. Terminal Emulation Processor (TEP)

ibis method attaches a protocol device to existing terminal ports

on the host. The effect is that terminals on the DDN can access this

hoist throu;h the YEP; however, local terminals connected to the host

17
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cannot access the network through this host. The segregation of host

and network responsibilities, in terms of communication protocols, makes

this network access simple, requiring no host software modifications but

only provides limited network communications hecause it utilizes the

host's terminal ports (10:18).

2.2.3.5. Host Front End Processor (H1FEP)

The preferred technique used to externally interface a host with

the DE)N is through a protocol intertacing device, known as the 'lost

Front End Processor (FEP). Unlike the T,-P, this -ccess component is

connected to an 1/0 port on the host system, and requires a common Host

Pront Fnd Processor Protocol kith the host. This requires some host

software modifications and is therefore as responsive as the host. It

provides a higher data transmission speed than the rEP and is still

simpler to implement than tPe internal network access techniques

(10:16).

2.2.3.6. IN? to IMF Backbone Communications M!edia

fhe switching nodes are connected through leased wideband

communications media at a 50-56 kbps rate. There are also three 7.2

kbps links currently connected through satellite channels. Dual

communications redundancy out of each I,'iP provides reliable

Scon nectivity. Protocol error checking by the IMP provides a worst case

Ix10**-l4 bit error rate performance .,ith improvements up to 2.?x10"*-19

bit error rate, depending on the communications protocol (1:7).

2.2.3.7. Host to 1I>P Communications Mledia

q Connectivity from the host to the network, through an !D,!P, has

1Z3
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several possibilities. Each LIP can 3upport hosts operatinp at

transmission speeds frc, 2.4 to 230 kbps. The host operating system

contains an end to end protocol that provide= resource aIllocation,

conmunication initiation, and transmission ?rr,-r checkinF between hosts

(1:34).

2.2.3.R. rerrinal to I"IP (7omr, ,nications 'Iejia

Ie twork access from the term1naI to it respective IY P is

a"-omp] ished throou 9t the FAC at 7 , 110, 134.5, 150, 300, 600, 1200,

1300, 2400, 4800, -ind 91_)01) bps asvnchrnouslV. TAC connectivity to the

IP is at 130 krps synchronously. Several connectivity options support

the terminals such. as:

1. Permanent line access.

2 Dial-up line access.

4 3. Multiplexed terminal support.

The TAC provides data flow and an end to end communications

protocol. The parity bit provides the only error checking capability

from the terminal to the IAC (9:2).

2.2.3.9. Network Information Center (NIC)

This manned conponent of the network monitors the overall

performance of the system and also provides system analysis and

maintenance functions, in addition to answering user inquiries. System

software updates are also perfored by the center (1:5;).

2.3. Electronic Iail Concept

Althoug.h the orieinil goal of the ARPA'IET was intercomputer

communications, there was a side benefit in the form of user to user
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communications capability. In other words instead of utilizing a host

on the network to either execute a program or access its database, a

user could generate a file containinq a text message and then transfer

it through the network to another host. This text message transfer

capability evolved into electronic mail, which is a block of text

complete with destination information from one user to another. A

certnin host, that is common to mail users, provides a storage file or

mailbox for each user. Generation of the electronic mail, by the users,

can be accomplished at this or another accessed host and then

transferred or mailed to the recipient's mailbox. Electronic mail is

available on most commercial and military networks. It supplements the

telephone as a cost effective component of at. office with advantages of

no busy signal or an individual not being available; both problems of

real time communications, which is exasperated by differences in time

zones. Electronic mail is also becoming another function of the

electronic office work station, which provides word processing, database

access, files management, interoffice mero processing, and now

electronic mail. The following paragraph briefly summarizes the

caoahilities of the electronic mail system that was analyzed in this

study.

2.4. INFOMAIL Capabilities

The Defense Communications Agency (DCA) utilizes the commercial

system, INFOMAIL, for its electronic mail support on the DDN. The

INFOMAIL system provides more capabilities than just electronic mail, b;

supporting the user with an electronic file system. In addition to the

* composition and editing capabilities for generating the mil, it can

20

I



also create entire documents or "import" e!xisting ectronic documents

tnto the mail host for filing or transmission to another mailbox. File

manipulative capabilities extend from file scans, which orcvide a

listing of the source and subject of all mail/documents in tne file, to

specific file searches (11:2-1). In addition to the above capabilities

the system's user friendliness, to include word oparsing, spelling

correction, and display tailoring, enhances its usefulness.

?.5. Summary of .RPANET/DDiN! e.ick.roun6

This chapter examined the basic data communications network

concepts which led to the development of the DD. In addition, the

function of the JODN components and the network apDlication of electronic

mall, in particular I\FO!AIL, were also addressed. fhis information has

provided the necessary introduction to the foilowin , chapter which i3 an

in depth description of the INFOIAIL operational concept.

!j
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III. Electronic Mail Theory of Operation

3.1). Introduction

rhe INFOMAIL/DDN mail system operations concept is developed in

this chapter because a thorough knowledge of the theory and architecture

provides a better understanding of the analysis in the subsequent

chapter. An example of a typical mail session is also included in this

section to help establish this understanding.

3.1. Electronic Mail Theory

One cf the most important requirements of the network is the need

to transfer files among the varioous network users. A file is defined

as a block of data or information which can be addressed and controlled

as one integral unit. It may be a machine language program or 4 text of

characters. The user's supporting host operating system generally

provides the basic file management capabilities of composing, editing,

reading, storing, and discarding files. In the case of the network,

file transfer is essential for inputting programs on shared

computational resources. Electronic mail is merely file management with

a network transfer capability (12:300). The user generates, through the

file composition capability of either a local or network host, a file

containing the text of his mail. It also includes the name and address

of the receiving user. The file is then transferred, via the network,

to the destination. If the receiving user has a mailing account on the

same electronic host as the sending user, it is a simple internal file

transfer within the Icl mail databases. If the receiving user has his
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account on a separate network host the mail host transports the file

through the network to the destination host. Basic file manipulation

techniques of the destination host store the incoming file and notify

the receiving user's' account of its arrival. File access and reading is

accomplished as if it were a file generated by the receiving user's

host.

3.2. Electronic Mail Architecture

Since the electronic mail concept is merely a file manipulation and

transfer capability, its architecture is not unique in comparison to

other databases of the network. The major components of the INFOMAIL

mail system architecture are depicted in Figure 3.0. and are addressed

in this section, whereas the function of these components is discussed

in the subsequent section.

Communica tions Online
Connectivity Storage Disk

Mailboxes

p _ Multi- C/70

IPLine Processor

Online

Storage Disk
Mailboxes

TemMailbox Tape

User Backup
Interface

Figure 3.0. INFOMAIL Electronic Mail Host Architecture
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3.2.1. Electronic Mail Host

This component of the system contains the mail application software

for aenerating, processing, storing, and transmitting the electronic

messages. It is either resident on a specialized mail host, which is

used strictly for electronic mail, or as an addition to the operating

system of a multifunction host. The host computer is characterized by

an extensive communications interface with its users, through remote

terminals or network nodes, and with a large secondary storage mediut:,

contain the system database files, which hold the users' mailboxes. The

amount of secondary storage is determined by the number of mail users

and the size of their stored files. Another storage medium is sometimes

used to provide backup file storage. If electronic mail is being sent

to a different mail system on a separate network, a gateway mailer is

required. Specifically, the gateway contains the capability to

communicate between the various mailing networks. In addition to

temporarily storing mail in transition while the network address of the

destination host is being converted, the gateway mailer reformats the

mail packets to meet the requirements of the destination's network

(13:3).

3.2.2. User Interface

rhe ma.)/machine interface for the system is provided through some

interactive terminal. It allows the user the control of the electronic

mail software to generate, process, and transmit his mail. fhe range of

possible terminal equipment extends from the teletype terminals, which

provide simple character to hit translation and rely extensively on the
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mail generation capabilities of the electronic mail host, to local host

.supported terminals, which provide local mall composition, editing, and

rely only on the mail host for mail transfer and storage. Fheir

capabilities along with their logical intekrface with the mail system

determines the amount of support required from the network and the

electronic mail host.

3.2.3. Communicatiions Connectivity

Fhe goal of the electronic mail system is to transfer information

between locations. The packet switched network provides this

connectivity between the terminal and electronic mailhost either both

connected to the same network node, or separated by several nodes. The

electronic mail and terminal support hosts interface directly to IMPs,

while terminals interface through TACs into an IMP. Since the. majority

of the network now suports interactive terminal access, the FAC has

become an important element of the network. Dial-up service to the TAC

is also expanding in the network due to the limited number of full time

connection requirements, such as found in most of the electronic mail

communitv.

3.3. Electronic Mail Functional Elements

The analysis of electronic mail can only be accomplished with an

understanding of the functional elements of the system which represent

the logical flow of a piece of mail between the user and the mail host.

Integratin7 the above architecture with the specific functions described

fn the following paragraphs results in the electronic mall functional

model depicted in Figure 3.1.
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Mail Host A Mail Host B

INBO IBO

ELNE SMTP FT TELNET SMTP FTP]

Temna Trial.

Figure 3.1. Electronic Mail Functional Model (14:96)

3.3.1. Mail Holding Areas

The file directories (INBOX, FILES, and OUTBOX) for a user's mail

are indicated in Figure 3.1. These are the logical mail holding areas

which, using office terminology, indicate the possible locations of

electronic mail. They include both mail messages and larger files that

would be stored in an office. INBOX refers to mail pending review;

OUTBOX refers to mail awaitirg transmission to another mail user; and

FILES refers to archived mail (11:1-1).
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3.3.2. Y ail Program

rhis is the portion of the actual mail system tnat functionally

interfaces with the user. It provides the elecctroaic mail

documentation generation capability, such as composing, editing,

discarding, in addition to the transfer.ability between the mail holding

areas ie. INBOX, OUTBOX, FILES (14:94).

3.3.3. Mailer Program

T he actual transfer of electronic documents between users is

accorrnlished by this component of the nail system. It is not interfaced

with the user directly hut transmits documents in the DUTBOX to their

addresses either internally, for a user on tre same system, or through

the network for a different mail host without the user having to 3ccess

the remote system. Incoming mail to an electronic mail host is also

distributed into the appropriate recipient' SINOX by this software

(14:55).

3.3.4. Interface Communications

The standardized interprocess communications between the elements

of a network are controlled by protocols. These rules dictate the

techniques necessary to ensure complete interface compatibility for

communications, between the various elements. The specific protocols to

interface the electronic mall system with the DDN are required by the

:)oD and are indicated in Figure 3.1. The various layers, as seen ia

Fiyure 3.1, segment the protocol responsibilities. Each protocol layer

accepts information from the layers above and passes its results to the

laver below. Nlso each layer performs it's function by communicating to

27
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I ts counterpart protocol at the other end of the connectivity. For

instance the TELNET protocol, in the mail host in Figure 3 .1 .

communicates with the TELNET in the TPC. !he followina section .

addresses the function of the various protocolq required for mail

operations.

I

3.3.4.1. Simple Mail Fransfer Protocol (SMTP)

rhis application protocol provides the mechanisms for the

transmission of ail directly from the sender mail host to the receiver

mail host. Specifically, the sender-S,.,T? establishes a two way

transmission channel to a receiver-SMTP. Fhrough this channel the

sender and receiver SMTPs send commands for locating the receiver's

mailbox, transferring the mail dat3, and confirming the transactions.

INFOM'AIL utilizes SAiTP to transmit electronic mail to other non-INFOMAILj

Smail systems (15:5).

3.3.4.2. Telecommunications Network Protocol (TELNET)

The technique for interfacing a remote user either at a terminal or

his own host through the network to an electronic mail host is

accomplished with the TELNET application protocol. In essence, the

T LNET provides a user at a term fnal with the control over a remote host

as if he were a local user of that host. Some of the capabilities of

the TELNET protocol that are available to the user ar2 the following:

1. Initiate a pair of connections to a servlna host.

2. Send characters to the servin? host.

3. Receive cnaracters from zhe serving host.

4. Send a host-nest irterript signal.
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5. fermina te connections.

Its application extends beyond the strict electronic mail function

and cover; ill trmin;ul communications (8:38).

3.3.4.3. File l'rannfer Protocol (FTP)

1'his application protocol establishes the mechanism for

transmitting files across the network. This function is essential in

the transfer of Drograms and data base upgrades between networkx hosts.

It specifically provides aOi 7T P user the cDaabilities to:

i. List remote directory.

2. Send local file.

3. Retrieve remote file.

P. rename remote file.

5. Delete remote file.

FTP relies on TELNET to establish the connection etween the

network hosts before it transfers the file. The iNF0'.IL supported host

utilizes FTP to transfer mail to another INFO)>IAIL supported host (10:8).

3.3.4.4. Transmission Control Protocol (TCP)

AS indicated in Figure 3.1., the next protocol layer under the

FELNET and STITP protocols is the TCP. This lost to host protocol

provides reliable interprocess communications between the electronic

mail host and the user terminal. It specifically enables the following:

1. Establishment and maintenance of interprocess communications.

2. Transfer 1 continuous stream of eimht hit words in each direction

by blockinF them and transfering them to the next crotoco] layer.

3. 4aIntain reliable communications bv providing eight bit word



sequencing and accounting.

4. Control the flow of data transferred between the sender and

receiver systems.

5. Mult[plexing of several processes within a single host to

communicate, using, fCP, simultaneously.

U. Generation of a level of priority and security between the various

communications being undertaken by the FCP.

The FCP software is called by the upper level rrotocols to provide

the above functions (10:5). It in turn, calls the Internet Protocol,

which is addressed in the next paragraph, to Derform the next step in

thie develooment of the comiunications connectivity.

3.3.4.5. Internet Protocol (IF)

The IP is designed for use in interconnected packet switched

o systems, where conver-siun from one packet size to another is required.

Even though a message does not leave network, the IP is still required

bv DoD directive. Functionally, the IP could be bypassed for

communications within the same network. This host to host protocol is

called' 'v tihe rCP to fragment and reassemble a large blocK of data or

datagram, if possible, to interconnect with anotlier network where a more

length constrained packet is required. The other major function of the

10 is to map the internet addresses for packets to local net addresses.

The hiaher level host-to-host protocols mapped the names to addresses

for the IP and the lower level or loc-il network protocols map the local

net address to the actual route on the network (17:7S). UF interfaces

,j i. th the next lower level of protocols called the network access

protocols, which are discussed in the following para-raph.

30



3.3."4.6. Vetoiork Access Protocols

Theqe Drotocols define the commlaunica ti ons interface between the

ne. twork component -and thbe networK and address the actual electrical

transmisszion of data. Specific protocols are deperident on tyvpe of ho'st,I

distance from "he IP, a nd host i n terftace protocols available. The

reminder of the mrail Functional model which, provides the communications

connectivity and user 1/11 are discussed in the next section.

43.3.5. Commn.1ications Network

"LIne packet switching netiork i s locally accessed for thIne u se r

terminal and electronic maii h o s t through a iletwork node, LIP. A

4 ter-minal without a local host to interface to the l'iP muist he supported

L-v a YAG. Connectivity can extend from lutilizin, T the locci network node

to provide, either local access to the electronic Tail host connected to

te same node, or to muitinode oaths across the networK to -a mail host

serviced ry anter node. Packet sizes can vary rmoechrce e

packeat, :dhe n wo rk in i n t er-a c ti vel wi. th t he mail h ios t, to Ila r -e

multipacket messages, when a document i3 Le in g t ranks iit te d. NeotworK

access i s control led a t the ne twork nodes along wi tn e,;ta LIi shmen t of

the connection -and rou tinp to the mall nost interface- nod? .

4 l~nterprocesc cormunications, complimentary to the ele-ctronic mail host,

arc accormolished it the user's host if network access is t.hrounh a 'host

tio -an lP , otherwise toe TAC provides this protocol support to the

terminal.

The2 man machine interface between the user and the -ail host is
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the terminal. It provides access and control of the electronic mail

functions and is the I/O data port for the system. Its capabilities car

vary depending on equipment which determines what additional support can

be provided, such as mail composition, editinq, and file storage, to the

system. An example of how this f ,tional modl actually works is

provided in the followinp paragraphs.

3.4. Electronic 1ail Operation

The following section describes the sequence of events, as depicted

in Figure 3.2., required to utilize INFOMAIL. It demonstrates a typical

mail session that is representative of how I;FOMAIL is utilized. This

* representative mail 'session, along with its connectivity, is not to be

considered the only configuration for the mail system but only as a

thorough demonstration of the various mail system components. Other

mail system configurations are discussed in a subsequent chapter.

3.4.1. Mail Host Access

A meneric electronic mail session, where user A is 7enerating and

sending mail to user B, is depicted in Figure 3.2. below. The process

is initiated bv the user on terminal A getting access to his local TAC

and subseculentlv to his electronic mail host through the paclke t

switching network. The FELNET protocols are used during the access to

ensure interface compatibility by establishing a common set of operating

parameters between the TAC and the mail host. After the connectivity

has been provided, the user begins his mail session which is discussed

in the followin) paragrarhs.

I
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Mail Host A Mail Host B

4Mail Packet Charactristic
-- Interct.!

TCP TCP

IP IP

IM TP IMP HS

T-Q er ia eria

Representativ

- File Transmission

Figure 3.2. Representative Mail Operation (14:99)

3.4.2. Mail Generation and Editing

User A's terminal accesses the mail program for the mail program

composition and editing. At the conclusion of the mail composition, the

* electronic document is put in the OUTBOX status until the user transmits

the contents of the OUTBOX. The mailer then packages the document with
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the .ailbox address of user B, initiates interprocess communications,

through TELNET, with user B's mail host, and then transmits the mail via

the packet switched network, by use of FTP, to user 3's electronic mail

host. If user B had been on the same mail host as user A, then a simple

access privilege would be sen.t tc user 3's maiIbox instead of

transferring a file. S'TP would be required if user A were to transmit

the mail to a non-INFOMAIL mail system.

3.4.3. Posting Electronic Mail

The mailer routine for user Bs nail host posts the incoming mail

from user A into user B-s railbox. Note that user [5 does not have to ne

logged on to his mail host to have his mail posted. If user B's mailbox

is on the same mail host, an indicator that this piece of mail belongs

to him is sent to his INBOX; and in the case of multiple copies on]. one

copv is retained for the entire mail data base. Indicators that mail is

available for all addressees are placed in their iNBOXes.

3.!-.± lail Reading, Discarding, Filing, and Replying

User B has gained access from his terminal through his host and the

p3cket switched network to his electronic mail host. The rELNEl

interface in this case is provided by user BSs host operating system.

Upon logging into his mail host, the mail program provides him a quick

summary cf the contents of his INBOX, which now has the electronic mail

from user A. User B reads the mail and then he can either compose a

reply, discard, or file the mail. rhe reply uses the same sequence of

events as the mail generation.
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70 .

3.5. Summarv of the Electronic Mail Theory of Op~ration

The electronic mail system is merely a file manipulation and

ltransfer system taking advantage cf the wide connectivity of the packet

switching network. The required hardware consists of user access

devices connected, via tile network, to hosts with a storage media. rhe

*followin, chapter utilizes the bacKground provided by the first three

chapters to specify the efficiency criteria of the electronic mail

system evalution.
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V. Efficiency Evaluation Criteria

4.0 Introduction

This chapter describes the criteria and a-i outline of its

application technique that were used to evaluate the efficiency of the

INFO'1AIL and the DDN components that support it. The background and

theory of electronic mail and the DDN' has provided the necessary

information to comprehend the specific details of this chapter. 'he

subsecuent chapters apply these techniques and criteria in the actual

evaluation. The analysis of the INFOMAIL system attempted to answer the

two following questions:

1. How efficient is the current INFOMAIL/DiN system in providing

electronic mail -support?

2. -.hat alternatives are available to improve the efficiency ot the

INFOMAIL/DDN electronic mail system?

These questions structure the analysis into an evaluation of the

current method of providing electronic mail support along with

alternatives which should improve the efficiency of the current method.

The final result are recommendations as to the preferred method to by

implemented. rhese recommendations are oriortized in order of the

magnItude of the inefficiency that they rectify and also according to

the imount of resources required to implement them. lhe system

evaluation of 1I FOMAIL examines the topology of the electronic mail host

to user connectivity. lhis Indicates the effects of distance and mail

host architectures on the system efficiency. Using a representative

user to mail host network connectivity, the INFOMAIT, system along with
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three alternative mail systems were compared in various efficiency

categories to be described in the next section. The next logical

progression in the evaluation was on the component level, where each

element of INFOMAIL/DDN, from the user's I/O device up to the network

IMP, was examined to determine the most efficient configuration to

interface the user to the network. To understand the direction of the -

analysis, the term "efficiency" is qualified into the INFOHAIL/DDN

I.system resources discussed below.

4.1. Efficiency Analysis Criteria Determination

fhe efficiency of a system can be quantified by examining the

amount of output against the required resources to achieve that output.

rhis same philosophy can be applied against the 1N4FOMAIL application in

the DDN. The required resources are the investment cost of the hardware

inm software, the network transmission bandwidth, and also the user's

time and effort in utilizing the system. This combination of resources

cover the most significant issues needed for a decision to implement and

operate a new system or modify ar. existing one. The evaluation

techniques that are used Linder these criteria are both deterministic,

for demonstratinm specific differences between alternatives, and also

logical, for relative comparisons of the alternatives. Not all of these

criteria can be applied to each part of the analysis. In each case the

applicaDle criteria 3rid their specific evaluation technique are

described, in the subsequent chapters, prior to the analysis of that

portion of the system. The evaluation was bound by the following

assumptions:

1. The currently engineered DDN hardware and software cannot be
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modified for this particular 3pplication. fhe system manager (DCA)

will not allow the DDN to be modified to meet a specific

application requirement.

2. The JCS system connectivity survivability criteria does not apply

to this particular application although most users would benefit

from its survivability.

3. Phere is no formalized documentation on DCA's specific requirements

Ctor I\FOMAIL. The software is a commercial product leased by the

government. nalyss of the system in meeting specifi:

requirements are therefore to be oased on th- understanding

developed through discussions with DCA personnel and provided in

Cbapters 2 and 3.

Under these Lsuidelines the efficiency of the sv3tem was evaluated

based on the following criteria which are described in detail below.

1. Financial Resources.

2. Network Resources.

3. User Interoperability.

A.1.1. Financial Resources

A thorough evaluation of a requirement and the alternatives to

satisfy it, 4ould ordinarily require a complete economic analysis. This

requirement was determined, by the Defense Communications Engineering

Center (DCEC), to be out of the scope of this study. However, DCEC also

specified a requirement for a prioritizatlon of recommendations based on

the financial resources necessary to implement them. The solution to

this dilemm a was to provide at least i relative standing of the

alternatives according to their required financial resources. The
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-.. strategy for determining the relative costs of one alternative against

another is a complex one. It relies on the numbers of each alternative

or its components along with its exnected development, procurement,

installation, operations and maintenance costs over a certain life

cycle. This figure also includes the start-up costs of establishing

training, constructing facilities to house the system, and procuring the

initial spare parts. Because of the complexity of the optimization of

these variables coupled with their unknown magnitude, the relative

comparison between these variables was somewhat subjective. An example

of this comparison and the difficulty that balancing the various

financial resource components, is evident with the comparison of a new

minimallv Tmanned system against a conquerable existing manned system.

rh2 tra(eoff between the unknown costs of developing the ninimally

ranned system must te weic-hed against the lony term cost benefits of the

reduced manning in comparison to the existing manned syst-m. The above

c op onents of the financi3l resources can be grouped into two

cit-orls. Fhe one time investment or non recurring costs cover the

system ievelopmprt. nrocurement, installition, and start-up costs. Fhe

non rqcurrin costs contain the yearly operations and maintenance costs.

fhe uniqueness 0f each evaluation dictates that the specific

nrioritizatlon of the financial resource components he provided just

before that portion of the analysis is accomplished. rhe next step in

the !. FOAIL/DBN efficiency analysis was the determination of each

alternative's required network resources which is addressed in the

fo]lowing paragraphs.

9
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4.1.2. Network Resources

Unlike the relative evaluation of the alternatives based on their

required financial resources, the magnitude of their required network

resources is more structured. The evaluation of a system or device

according to its network resource requirements was accomplisched in two

ways. One method identified the theoretical network resource

requirements based on an examination of the item's capabilities and

limitations. The other technique computed the item's network resource

requirements based on its performance against a user -.odel. This was

accomplished through the apolication of 3 representative mail session

model into the system cr device under evaluation. This model aas

initi311v developed by 5BRN during the design ot electronic mail system

which supports the DoD European looistics novement svstln. The :,ovement

Information Network (YPTEf) mail session model was modified by 33B to

enhance its applicability to electronic mail on the DDN. A further

modification of the IINEr model was Derformed for this study to jcre

accurately represent DCA's correspondance style. Ihe resulting network

resources were then c3lculated Eor each mail operation. Also a

comparison of mall system topologies, on a representative network,

provided network distance, in numbers of lAPs traversed per mail

function. Depending on the item under evaluation one or more of the

above techniques were used in their comparison of the alternatives. fhe

following paragraphs describe a breakdown of the network resource

criteria into its components and address the various network dynamics

resulting from the different numbers and sizes of packets and user

requirements.
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.i.... Packet Size Comparison

The number of bits that constitute a Dacket determines the

utilization of the packet -as part of the communications system. Each

packet requires 520 hits of overhead information which orovides the

communications protocol, error checking, destination ind host addresses,

and inter-IMP communications in addition to the original host

information. This overhead is wasted information in fulillin g the

network's communications connectivity requirements for tee user. The

three traffic patterns between the user and the mail host 3nd one mail

host to another mail host are either interactive, query/response, or

file transfer. The specific identification of each pattern to a

particular mail function is done in a later section. Each pattern has a

unique impact on network resources and also specific requirements.

Interactive actions are short one at a time tasks and typically are

reoetitive processes such as typinc in text. the packet characteristics

from this action are many small packets. Their transmission efficiency

is low. Tuery/response actions are a combination of short and long

tasks as in a user's question about scme information and the system's

answer. This results in a few small packets for the query and several

large packets for the response. The transmission efficiency for this

pattern is not very high. The last traffic pattern is file transfer3

. n two etwork host. The micket characteristics ire a few large

packets or "ultiple packet messages with high transmission efficiency.

The other rior contributor tc the numbers o small packets are the

mCss19' and, pacKet acknowledgements which ore returned to the

transmIttnrl, hosts and I:MPs to confiro message or packet receipt. fhe

-.I



echo from the networ!( host is also in this same catevory. The advantage

of the small packet is that due to its small size, its network transit

time is short, which is desirable in an interactive environment. T1is

is due to the time required to finish transmitting the host message and

subsequently the packet from the IMP, 4hich results in the receiving lAP

sending an 3cknowledgement all the sooner. rhis in turn allows the

transmitting IMP to discard the copy of the packet and free up valuable

buffer space for another message which reduces overall packet waiting

time in the IMP. rhe smaller size packet also has a higher probability

of findinv available buffer space in the IMP reducing retransmission

attempts to the IlPs. Finally, becaise of the packet or message's small

size the probability that a randon error, due to noise on the

transmission line, will disrupt it, is lower than a larer oacket. 'his

results in fewer retransmissions for faulty packets. rhe optimum size

of the packet is a function of the communications line transmission

performance, with high quality lines leading to bandwidth efficient

large packets, while poor quality lines make the small packet more

viable (8:186). Che evaluation of the alternatives, utilizing the mail

session model determined the number and size ot the packets 7enerated.

Small packets reflect a poor utilization of the network resources and

should be minimized for a network efficient system. An optimum system

utilizes the full 1003 bits of a single packet. The use of multiple

packets amd their advantages and disadvantages in comparison to the

single packets is reviewed in the next paragraph.

4.1.2.2. Single vs '!ultiple Packet lessage_ Comnparison

fhe DDN handles large, non Interactive transfers between network
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hosts with multiple packet ,nessages. This means that a large message,

from the source host, entering the network is segmented into multiple

p- cke ts by the source PIP, which then tLansmits the packets

individually, possibly througi differe nt paths. he destination IP

reassenbles the oricinal message fromT the niltiple packets, also

discarding duplicate packets, and forwards it to the destination host.

There is a distinct difference in network response time performance

netween the -multiple and single packet messages. Fhe packet buffer

reservation system in the IMP allows single packeks regardless of size

to he transmitted to the next lDi? in their connectivity towards the

destination host as soon as the 1iP's coinmunica tion tunction is

availalble. The multiple packet message must have reserved storage

buffers at the destination IMP before it can transmit the multiple

packet message because it must reassemble the mnultiple packet message

(b:19La). The buffer reservation packet transit time, in addition to the

probability that the receiving IP will refuse the incoming message

because of the unavailability of sufficient buffer capacity, increases

the network connectivity time before the message is even transmitted.

Since the multiple packet message cannot be delivered unless all of its

packets -e available, the probability that one of its packets is

delayed due to its unique network path directly affects the message

delivery time. This vulnerabitUtv to individual packet arrival times is

a3gravated ty the effects of transmirsion errors, !4rch could impact any

of the constituent packets as discussed in the previous paragraph. The

transmission .andwidth Of the access line Let;;ean the IMP and the fAC or

a network best ilso determines the size of tne packets that can be
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received. The TCP determines the maximum size message that can 1e

transmitted based on how quickly this message can h'e passed from the fAG

or IMP to its destination. A high transmission bandwidth on the access

line allows larger packets or even multiple packet messages to be

transferred. The optimum message size, in number of packets, becomes a

tradeoff of high network bandwidth utilization ilth the nultiple packet

message amainst the lower system response times of the sin-le Dacket

messag.e. Another determinant of message size is the function that each

message is supporting. The small sindle packet. as in the character per

nacket message, is usually 7ene ra tei by human Interaction with a

terminal to a network host. rhe lower system response times of the

singzle acket message is preferred i this function. The transfer of

files between network hosts is characterized kv the large multiple

packet messages with the higher response times, .!hich Joes not have ais

stringent a response time reuirement. Fhe evaluation of a system

according to this criteria ia- accomp lis hed in two wavi . One technique

utilized the mail session model tn demonstrate the nuiOb.er of packets and

their size for each system. The other method was a theoretical

evaluation based on the speci f' i . capabilities of the system and the

requirements of the connectivity. An example of the latter technique

,ould he a comparison between a system that generates many small packets

against a similar system which generated a few multiple packet messages.

The multiple packet is a more network transmission efficient method" if

the response time requirement is large. If the response time

reouirezent is small then the full sile cac:set would be the ,oreferred

method. The component of the network resource criteria that addresses

44
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the effect of network distance in evaluating alternative topologies is

the next item to be discussed.

4.1.2.3. Network Distances

rhe tinal networK resource which was examined for efficiency

optimization is the number of nodes that a packet must traverse to

connect a source and destination IMP. gj th tee dynamic routing

alorithm of the DDN, ti-e actual paths between two E.Ps could vary

significantly in less than a minute depending on the delays encountered

on each path. Althouqh this adaptability is critical for packet flow

control and enduring reliable connectivity through, redundant paths, it

increases traffic demands on the components(ie. DiPs and inter-IIP

trunks) of the various paths. This forces the user to access the

networ( at an I'.P that is relatively closer (in number of connecting

IMPs) to his destination host IM4P to reduce the probability of long

multinode network traversals with the resulting delay. Another aspect

of this problem was the network usage cost reimbursement plans which the

DCX is considerin. There is one plan to charge a flat rate per network

user kilopacket regardless of connectivity through the network.

Although this idea requires a minimum amount of accounting system

development, it does not provide an incentive to the users to consider

more efficient uses for the network. An alternative Dlan allows all

network access charges to he minimized if the 3ccessed host was also

connected to same IP or a nei-hboring T'M? -s the the user. A flat rate

would apply to al I ilopacket accesses beyond this criteria. Eoth

tariff plans provide an incentive for more efficient packetizing of

information to reduce 7ary small packe ts to fewer larger packets. jo
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minimize network expenses, a user would access the network as close as

possible to the destination network host and conmunicate with large

packets, if oosssible. rhe resulting effect of this cost reduction

technicue would be a localization of its communications and also

possibly the adoption of a more transmission efficient packet size.

Since there is no user's tariff in operation at this time, the .-.bove

local/distant tariff plan was used during the evaluation to demonstrate

its affect. The final criteria under the network resource efficiency is

the ability of a system to meet specific response time requirements

which are discussed in the next paragraph.

4.1.2.4. System Response Time

The man machine interface has many parameters that have to meet

huran standards such as size, display intensity, and control access.

The most critical parameter; however, is not physical but psychological.

System response time is defined as the "Interval between an event and

the syten's response to that the event" (18:19). Accordinq to

behaviorial psychologists, the system response is essential to the

acceptance of the event bL a human operator. One reason for this

statement is the users's expectancy of a response. In communications,

such as a conversation, a response, either audio or visual, is expected

iithin four seconds before the delay becomes unnatural. knother reason

for the criticality of system response tiTe is the apparent "sense of

completion" or "closure" that characterizes human activities and thought

processes. This is due to the short term memory requirements which have

a Limitee time constant. An individual utilizes short term memory, much

4 like a buffer, for information on his current efforts and then dumps the
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short term memory contents upon notification of the completion of this

current effort. Ease of distraction, which bounds the length of time

that an item remains in short term memory, increases with response time.

This problem is particularly acute when engaged in a complex problem

analysis which fills the short term memory and then system response is

higl. The combined psychological effects establish an effective upper

threshold for system response between two or three seconds for

interactive work. System interactive response times on the I..FO1AL/DDN

result between the time it takes for an entry at the keyboard for the

s'stem to echo this character to the user's display providing necessary

psycholoical feedback. etween these thresholds mental efficiency

decreases because the distraction or mind wandering rate is high. On

the other side, tco fast a system response can be considered annoying to

some slow thinking individuals because he believes that it

psychologically forces him into a quick response, which is out of his

character. Some systems provide a delay to avoid this problem

(13:6.-63). System response time is an expensive network paramenter to

optimize because it requires inefficient use of network bandwidth, as

previously describe,. After considering the evaluation of various

systems, the following paragraphs address the characteristics of the

user/mail system interaction and its effects on the networK.

-4.1.2.5. f1ser/Mail System "Network Characteristics

The above network responses to the various types of communications

traffic can now be applied against one specific user application,

electronic mail. The following section portrays the network resource

"charact-ristics of electronic mail on the DDI.

.7
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. .2.6. tlail Generation and Editing

The network resource characteristics of mail composition and

editing are a combination of interactive, query/response, and file

transfer traffic characteristics with the specific details dependent on

where the mail qeneration and editing are accomplished. in all cases,

the electronic mail host configuration commands and generated mail

messaae header information, ie. addresses, subject, etc. result in a few

small packets indicative of interactive acd query/response actions

between the Liser and the mail host. As stated previously, the

interactive actions require a short response time while query/response

has a larger system response time margin. The actual transmission of

4
the text relies on the network access techique utilized. Ehe terminal

access method can be characterized by many small single packets with tte

typical TAC transmission mode, whereas host supported access can

cenerate the text locally on his network host and use file transfer to

transmit the text in few large multiple packets to the mail host. If

the user of a host supported access desires to generate the text at tihe

mail host his packet characteristics will he the same as the terminal

(14:97-93).

14.!.2.7. Mail Transmission

The mail that has to he transmitted to another mail host is

characterized by the file transfer traffic pattern with a few large

packets or multiple packet messaies. If the mail recipient has a mail

box on the sender's mail host, then there is no mall transmission

required.

. . . 4
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4.1.2.3. "ail Manipulation

The mail manipulation functions of reading, discarding, and filing

are also dependent on the user's access technique. In a terminal access

the mail host transmits mall to the user, to read, as in a file transfer

through many large packets while a host supported acess is

characterized, also through file transfers, by fewer larger packets.

The other mail maniDulation functions of discarding and filing are

mostly interactive actions resulting in many small packets with a low

system response time (14:97-93).

4.1.3. User IntroDerability

The interface between the user and the !NFOMAIL sytem is the last

efficiency criteria that is utilized in the efficiency analysis. It

encompasses the system availabilitv and reliability. kvailability is

the probability that the system is accessible despite rhe number of

users already usinq it. fhe reliability of a system is -a measure of the

reliability of the individual components that malie up the system and

also the ibility of the system to limit the impact of downtimes either

from a failure or for maintenance. The evaluation of a system according

to this criteria compares its expected availability and reliability

: based on architecture and hardware/software of its elements. As an

example, a distributed architecture topology consisting of independent

components has a higher probabilitv of hein- available for use than a

single component system. The optimization of this criteria increases

the utility of !INFOMIAIL to the user.
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4.1.4. Summary of £fficiency Ar.alysis Criteria

- Fhe overall techniques for the analysis have been provided along

with the specific criteria under which the various topologies and

components were evaluated. The following chapters apply these

techniques and criteria to the INF1FNAIL system and to the significant

components of the DON that support the electronic mail functions. The

first aspect of the mail system that was analyzed is the topology which

is addressed in the next chapter.
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V. INFOMAIL Topology Evaluation

5.0. Introduction

This chapter evaluates the efficiency of the topology of the

INFOMAIL system in comparison to three alternative mail systems. The

criteria of Chapter Four were -applied against each system on a

representative network model of multiple users with both terminal and

host supported network accesses. The results were utilized to establish

the prioritization of recommendations, discussed in Chapter Four, to

improve the current system. !he following chapter addresses the

efficiency of the interface between the user and the network when

utilizing electronic mail. The following section of this chapter

describes the four mail systems which were evaluated.

5.1. INFOMAIL Mail System Topology

The topology of the INFOMAIL 3ystem that supports DCA is depicted,

on the representative network, in Figure 5.0. This figure indicites the

very centralized topology of the INFOMAIL mail system. Because of this

centralized control all user oriented triffic, such as mail 7eneration,

editing, and maniplation traverses the entire network. The high numbers

of packets generated bv these functions, as described in Chapter Four,

creates a significant load on the network. The specific characteristics

of this network traffic per raiI function are addressed after the

following description of the centralized architecture.
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Mail Host

IM IM IMP

Mail Packet Characteristics

- - - Interactive

- - Query/Response

Figure 5.0. Representative Centralized Mail System Topology

5.2. Centralized Mail System Architecture

The centralized system can be described through the necessary data

processing hardware and the INFOMAIL software. Also the unique

characteristics of the packets generated for each mail function are

provided in this section while their impact on the network resources is

*provided in a later section.
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*. 5.2.1. Hardware

* -i A centralized mail host is interfaced into the DDN at one network

location. The mail host consists of a C/70 computer with one megabyte

of main memory, which contains the INFOMAIL operating system. The

secondary storage for user files consists of 300 megabyte disk storage

memory and 1 tape drive (19:119).

5.2.2. Software

The core of the system, as briefly described in Chapter Three, is

the data base management system and its applications modules, as

depicted in Figure 5.1. The user interface module provides user display

generation and user I/O for the operating system while the other modules

perform the text generation (Document Preparation), mail functions

(Mailer), and filing/viewing (Document Server) (14:51).

DOCUMENT (DOC)
DATABASE

Private Male Private

Mailbox Mailbox

Figure 5.1. INFOMAIL Software Architecture
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5.2.3. Packet Characteristics

A mail system's impact on the network is dependent on the traffic

generated between the mail system components. The traffic, in packets,

between the various users and mail hosts for the centralized system have

the characteristics depicted in Figure 5.0 and described in the

following paragraphs.

5.2.3.1. Mail Generation and Editing

The host supported mail generation function for this representation

is accomplished locally, which provides a relatively short response time

to the user. The locally generated mail is then transferred, as seen in

Figure 5.0, via the network, as a few large packets as in a file

transfer to the mail host for mailing or storage. In the terminal

access configuration where the mail host was utilized for mail

generation and editing, the interactive and query/response traffic

pattern resulted in a combination of small and large packets.

5.2.3.2. Mail Transmission

Mail transmission between mail hosts, as described in the previous

chapter, is in a few large packets or even multiple packet messages.

[here are no mail transmission requirements if a mail recipient has a

mail box on the sender's mail ho:3t.

S.2.3.3. Mail Manipulation

The 'al. manipulation functions of rea,4ing, discarding, and filing

are characterized by a combination of both small and large packets

indicative of interactive ind query/response actions. The small packets
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represent the user transmissions to the mail host to activate the

various manipulation commands. The response from the mail host are a

few large packets of text for reading. If the user is host supported

then the reading function may consist of a file transfer to this host,

which requires less interaction and fewer packets with the mail host

than a user termin3l access.

5'.3. Distributed Electronic Mail System Topology

An alternative to the centralized electronic mail system topology

is a larger geographical distribution of electronic mail hosts to

support the users in distinct areas. k possible implementation of this

architecture is depicted in Figure 5.2. The mail host locations,

indicated in the figure, were optimized to provide relatively short

network access lines to the users for mail generation and manipulation,

at the same tim*2 provide minimum coanectivity, in torms of numbers of

lPs traversed, between mail hosts for mail transfers. The mail hosts

are also placed to cover user communities of common interest to keep

inter mail host transmissions reduced. A user that is not a member of

that community may still use this mail host, if it is the closest to his

locati.n. The packet distribution, as seen in Figure 5.2, indicates the

transfer of mail usin2 large transmission efficient packets between mail

hosts. The less efficient smaller packets, indicative of interactive

mail generation and editing traverse a limited portion of the network.

Fhe specifics of this network traffic and the mail host architecture are

to be discussed in the following section.
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.al P Mac l Host Mal Host

Mail Packet Characteristics' Interactive

- Query/Response

- File Transmission

Figure 5.2. Representative Distributed Mail System Topology

5.4. Distributed Mail System Architecture

The above mail system concept is supported with the following

hardware and software in addition to the specific network resources for

each mail function. Because the distributed mail system is a variation

of the centralized system, the differences in hardware and software are

minor. The packet ch3racteristics; however, resulting from mail

operations, are different.
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5.4.]. 'lardware

The supportinp hardware for the distributed mail host is similar to

the centralized system hut scaled down to meet the requirements of its

small number of users. ihis specifically results in smaller capacity

storace media and a central processor which is required to support fewer

users simultaneously. Access lines to the supporting DIPs are also

sized to meet this lower requirement.

5.4.2. Software

The mail host operating system is similar to the centralized system

with a few modifications possible to reduce the impact of the increased

inter mail host traffic. The mail program va; he optimized to include

the "mail bagging" concept which consolidates all the inail from its

users destined for a rticular mail host and thien transmits them

efficiently, as large packets or as multiple packet messages. In

addition, either the "mail bags" or mail, in general, can be held

temporarily and transmitted during a period of rninimun traffic on the

network. These concepts can also be utilized on the centralized mail

system but are currently not implemented (14:5-6).

S.4.3. Packet Characteristics

The distributed mail system packet characteristics through the

network are similar to the previously described centralized system, hut

because of the mail host dispersion, the packet traffic is not as

concentrated. Specifically the packet traffic is distributed by

function in the following way.
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5.4.3.1. Mail Generation anA Editing

S-The packet characteristics for creatin-' mail are not different from

the centralized system. Ferminal interaction results in multiple single

character packets, while host supported users generates fewer large

packets indicative of a file transfer. F,,e - iorific ant difference

between the two mail systems is that there is less traffic per mail host

and less network nodes to traverse to Eair, mail host access, which Keeps

the inefficiencies of the interactive mii]. -enera~ion to 3i minimumr.

5.4.3.2. Mail Transmission

F'or the distributed mail system there is a significant increase in

inter mail host transmissions over the centralized system. f-he sDecific

characteristics of these transmissions are iependent on the mail host

software options utilized. The "mail ba-ging" and minimum network load

cv' technioues, as oreviously described, orovide a network efficient means

to transmit the information, 3t a determined timne, in larme packets.

7ven if neither option is utilized, the system transmits the

individual's mail in large packets as soon as possible.

5.4.3.3. Mail '1anipulation

The packet characteristics for mail reading and filing do not

chanpe from the centralized to the distributed systems. Ehis meaas that

a combination of small and large packets result from the interactive and

ouery/response oatterns of this function. Ehe only difference between

the two mail systerns is that the distance, through the network between

the user and the mail host, is less in the distributed mail system, than

the centralized system.
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5.5. Layered Electronic lail System lopology

The best qualities of both the centralized and distributed mail

systems can be realized in a hybrid of both. The system design and

functional location of the hybrid or lavered mail system is depicted in

Figure 5.3. \ ceptralized file storage facility maintains large aser

files, such as documents which are generally not accessed very often in

comparison to electronic ,nail messages. This centralized facility also

provides internetwork mnail Pateway access, responses to mail system

incuiries, and software and hardware supervisory control over a

distributed system of mail processing hosts supporting local user

communities. The distributed components of this layered architectUre

supports the user-s mail access, zeneration, reidirn, discarding, and

transmission in addition to tile storage facility access. -teceived mail

is stored at the mail process-r until read and stored or discarded.

Lach user has limited storage capacity at the mail host processor and

excess files are stored at the central file storage facility. The

user's iTmediate access files, such as L:*BOX ao.d OUiJOX are stored at

the mail host processor, while his FILES are retained at the central

facility. The network provides user occess to the districuted mail host

processors 3nd connectivity between the processor and the file storage

faciLity.

The system ontimizes network transmission efficiency by limitinq

highlv interactive and inefficient communications to local areas, like

the distributed architecture, wi thin easy access to users. Chis

distribution provides the necessary low system response times for the

4,*
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Central
File Storage

Facility

Mail OPS Center

Representa t veIM

Network

INBOX INBOX

OUTBOX OUTBOX
TAC

Mail Gen. Mail Gen.
Edit. User Host Edit. User
Command Command

Temporary Temporary
Mail Mail
Storage Storage

Mail Processor Mail Processor

Figure 5.3. Layered Mail System Function Allocation

interactive work. Mor efficient but less time responsive

communications traffic traverse the network between the mail host

processor and the central storage facility. The representative system

connectivity for the layered mail system is depicted in Figure 5.4. The

mail host processors are distributed within separate user communities or

at locations that can service concentrations of users. This
4

connectivity 
provides relatively 

short network 
access lines 

to the users

and minimum network connectivity to other mail host processors and the

file storage facility. The mail host processors can be physically
I
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located alongside the local IMP, if possible, to reduce facility support

and provide a short acess line. The following section describes the

specific hardware and software necessary to support the layered system

in addition to the required network resources.

TM. Tm Ter.M.H.Ter m p Term. TeM Tem. erm

" / ' Mail Host -
IM IM Processor IM IMP(

Mail Packet Characteristics
- File Transmission

Figure 5.4. Representative Layered Mail System Topology

5.6. Layered Mail System Architecture
6

The above mail system concept is described through its unique

hardware and software in the following paragraphs. In addition, the

unique characteristics of the packets generated for each mail function

6
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" on the layered mail system are also described below.

5.6.1. Hardware

The computer hardware fcr the file storage system consists of

basically a database management oriented system with sufficient access

ports to permit multiple line sharing with several mai!host processors

in addition to a large capacity secondary storage media. Fhe mail host

processor is desianed for unattended, multiple access, high

relinblility, fault tolerant operation. It is also engineered for

component redundancy with automatic switchover, graceful degradation,

and remote software loading, The C-30 IMP packet processor demonstrates

the necessary hardware for the mail processor. The storage media for

the mail processor has similar attributes an d is sized to permit

sufficient mail storage for its users in addition to temporary storage

for mail awaiting transfer.

5.6.2. Software

The software configuration for the layered mail system is a

variation of the mail operating systems previously described. rhe file

storage facility operating system can only be accessed by mail host

processors to Perform the file database management functions. The ,mail

host processor software contains the user interaction and mail modules

In addition to a database manapement system. Since the mail host

?roceqor storage capacity is limited, a storage hierarchy is needed to

offload excess mail back to the central file storage facility. The

software also Includes self checks, similar to the IMP software, to

ensure Its liability. Fhe nail program can be optimized to include
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the "mail bapcing" and optimum usage matl transfer concepts for both

mail to other mail processors or to the file storage facility.

5.6.3. Packet Characteristics

The layered mail system, because it is an optimization of

tcpolo.ies between the centralized and distributed systems, has packet

characteristics similar to the previous systems but distributed

differently. This section addresses the packet characteristics of each

mail function on the layered mail systen.

5.6.3.1. jail Generation and Editinq

This function generates packet characteristics identical to the

distributed system. Iie inefficient, network wise, terminal

interaction results in many one character per packet transmissions

between user and mail host Drocessor. Fhe proximity, in nimher of nodes

traversed, of the user and mail host processor localizes this

inefficiency, even more than the distributed system. Host supported

users have a few character per pacKet transmissions with the actual

generated mail being transmitted from the host to the mail host

processor in large efficient packets, in a file transfer.

5.6.3.2. 'ail Transmission

The packet characteristics between mail host processors and also

between the mail host orocessor and central file storage facility are

dependent on the transmission software options in the nail processor and

the central file storage facility. As previousJ!, described, the mail

host processor may use the "mail bapging" concept or the minimum network

usage techniques to reduce th inter mail host processor and central file
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storage facility traffic. If these options are not utilized the

difference is that packets are transmitted as soon as they are ready.

5.6.3.3. Mail Manipulation

This capability varies the packet characterization most fron the

centralized and distributed systems. Mall reading of locally stored

mail at the mail host processor is the same as the two previous systems.

Reading of mail or a file at the central file storage facility; however,

results in the transmission of several large packets from the central

storage to the mail host processor. The mail host processor then

provides the material to be read to the user, as if they were locally

accessed in the method described previously. Mail storing can have

several Possible packet characterizations depending on the destination

of the file. The commands to the mail host processor are interactive

aad query/response patterned with multiple small and large packets

resulting, regardless of user access technique. If the user eiects to

retain mail or a file at the mail host processor and adequate storage

capacity has been provided, there are no additional commands necessary.

To discard the mail, requires a few simple commands, resulting in a few

imall packets. k decision by the user to store the file or mail at the

central file storage facility results in packet characteristics similar

to those generated by the mall transmission functions.

5.7. Local Mlail Aost System Tonology

The final conf iuration to be examined in this analysis is the

comolete distribution of mail hosts down to the user's locations. This

concept was based on discussions with DCEC personnel on a microcomputer
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trail host. Figure 5.5 depicts two possible architectures for this mail

[jji ." system. One configuration integrates the mail function into an existing

Information system by connecting it to a network Interface processor

which contains the necessary DDN protocols. Thus the existing

information system becomes the local rail host with the mail interface

processor as its DDN mail transmission/reception port. The alternative

configuration uitilizes a stand alone microcomputer based mail host to

suport the local users. The highly reliable unattended system is

installed in the user's facilities or within local dial up access line

distance to a community of users. Also since the equipment is within

the user-s facility, limited maintenance can be accomplished by the

user. This unit provides all the mail support functions for mail

generation, editing, reading, discarding, and filiny to these users

without a requirement for the users to access the network. .Then inter

mail host communication is required for mail transmission out of the

local area, the local mail host accesses the network through a FAC or an

T IP to provide connectivity. rhe topoloy for this mail system is

depicted in Figure 5.6. r'be network access for both mail host

configurations was assumed tc he throlgh the TAC for the representative

topology. A central mail operations center is inaintained to answer user

inquiries, transmitted as electronic mail, to provide usage accounting,

coordinate software upgrades, and dispatch maintenance teams. This

system basically incorporates the electronic mail host into the ever

expardino offici information system or through the local area network.

The required hardware and software necessary to support the layered mail

system, in addition to tie network resources, are to be described in the

following section.
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Figure 5.5. Stand Alone and Integrated Local Mail Host

System Configurations
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Figure 5.6. Representative Local Mail Host System Topology

5.8. Local Mail Host System Architecture

The unique hardware and software necessary to support the local

mail host system concept, in addition to the required network resources

are described in the following section.
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5.3.1. Hardware

The required hardware has two possible configurations, as seen in

Figure 5.5, depending on its interfacing techniques. A stand alone

system is similar to the centralized system but on a size scaled to meet

a small number of users. The mail host may also be an additional

communication processor to an existing information processing system to

provide connectivity and protocol support with the network. Whichever

technique is implemented, a central processor, to provide mail host

control, user interaction, data base management, and network.

communications support, is required alon? with a storage media. In

addition, the unattended operation requirement includes the necessary

component redundancy, self loading capability, and fault tolerance

described in the layered mail system hardware description in paragraph

5.5.1. The network access lines are adequate to meet the projectied

inter mail host transmission requirements of this community. tail host

access lines and their required control, which was accomplished by the

network in the previous mail systems, are now the responsibility of the

mail host or the existing office information system depending on which

configuration is implemented.

5.3.2. Software

The extent of the software for the local mail host system depends

on the hardware that supports it. If the mail host is an additional

function of an existing information system then it may utilize the data

base management capabilities of the system it is integrated into. The

oortion of the original software suite of the centralized system that is

utilized by the integrated mail function system is therefore dependent

bS



on the existing information system and its interface capabilities. The

mail host can be reduced to a network communications Drocessor which

contains the communications protocols translation modules. The stand

alone alternative system requires the same software architecture

outlined for the centralized system. In either case the software

reliability must be high to support the ina t te2nded operational

requirement which means that fault tolerance and self checkin

capabillities are required from the software.

5.8.3. Packet Characteristics

The local mail host system, regardless of configuration. .has the

same network characteristics. 1v its architecture, it is a user

localized system made to interface with the user throuch local access

lines and not through the network. 'ail -eneation, editing, readin,,

liscarding, and filing therefore do not require network access. Inter

mail host transmissions are the only function that require network

connectivi tv.

5.3.3.1. 4ail Transmission

The inter mail host transmissions between the mall hosts, for the

local mall host system are the same as the oreviously described systems.

Large multiple transmission efficient packet messages with high system

response times characterize the network traffic fron this function. T,he

mail ba=ging" and optimum network usage techniques can also be applied

against the requirement to improve its utilization of Lnetwork resources.

5.9. 1opology Comparison

Fhe topologies of the four mail systems have depicted their

6(
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differences in packet characteristics and function allocation, this

section determines the efficiency of each mail system according to the

criteria of Chapter Four. rhis in turn leads to a prioritization of

recommendations based on the, magnitude of the inefficiency in the

current system that they improve and also through the qmount of

resources required to implement them. Chapter Seven summarizes the

results of the evaluation and the recommendations. The evaluation

technique and its rationale are discussed with the evaluation criteria.

Figure 5.7 is a composite depiction of the four mail systems to provide

a common representation of their unique topologies. Phis composite mail

system is only a tool for highlighting the mail system differences for

each evaluation criteria and should not be considered a hybrid

combination of the four topolcaies.

5.9.1. Financial Resources

The evaluation of the four mail system topologies utilized their

representative connectivities depicted in Figure 5.7 to determine the

anmount of equipment required to inplement each system. The following

paragraphs provide the financial resource criteria prioritization for

the recurring costs which entail the development 3nd procurement of the

mail system and the non recurring costs which cover the activated mail

system's operations and maintenance support.

I 7
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Thgue evaluaoofthe mal systems acodgt theRersnair Ntorecurring

costs is based on an estimate of the up front investment cost necessary

to engineer the system and develop the mail hosts hardware and

software. In addition, the mail system has to be procured and installed
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with the required facility support. The essential cadre of operations

and maintenance personnel along with their training are also required

prior to operational cutover. With these considerations the

prioritization of mail systems from the lowest cost to the highest cost

resulted in the following.

1. The centralized INFOMAIL mail system has the lowest non recurring

costs because of its single network location requiring one facility

and one mail host. In addition, its simple data base management

mail host reauires no developement.

2. The distributed mail system is proiected to have the next lowest

non recurring costs for similar reasons to the centralized system.

40 A minimum number of and simplicity of the mail hosts keeps the

facility support and equipment procurement cost below the layered

and the local mail host alternatives. Since this system is merely

a smaller version of the centralized system, there are also no

development costs.

3. The third mail system in the non recurrin7 category is the local

mail host system. This is due to the costs required to develop a

highly reliable unmanned system and engineer a somewhat universal

interface to the user's equipment. The other mail systems had the

advantage of the DDN as the provider of the standard interface.

Also the procurement of multipla pieces of equipment .-ith their

installation into a user's facility further justifies this ranking

of this mail system.

4. The layered mail system is the fourth or most expensive mail system

in required non recurring costs because of its projected higher
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development costs in comparison to the local mail host system. fie

development of the highly reliable unmanned mail host processor

requires a significant investment in comparison to the three

previous mail systems. Ehe procurement of this unique hardware and

software, installing it, and providing facility support for five

locitions, including the central storaoe facility, also reaUires

sionificant funding.

5.9.1.2. M.ail System Prioritization Based on Recurring Costs

After a svsterm is operationl , the day to day costs of supportingo it

become apparent. These costs entail the sal]rins of all the system

support personnel, facility support, in addition to the procurement of

spare Darts. ;Tnder these categories the m.ail system topologies can be

oriortized f rom the lowest to the hi.gest recourring costs in tne

1. The local ail host topology can provide the lowest operations anid

malntenanco costs tecause of its unm.anned hichlv reliable mal

hosts and single mail operations center coupled with the user

providin- this support.

2. The centralized mail system is the next least expensive alternative

4 in this category due to its sing] e operations and maintenance

facility. Recause the mnail host was not specifically designed for

the same level of highly reliable unmanned operatfons as the local

mail host and the layered system, its support staff is lar-cr. In.

addition, the facility support of this system was higher than the

previous system because of the incorporation of the local mail host

within the user's facility.
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3. The layered mail system is the third mail system in this category

because of its unmanned highly reliable mail host processors. The

manning of the central file storage facility, in additin to the

deployable maintenance teams covering numerous locations,

determines this relative position behind the local mail host and

centralized mail system.

4. The most expensive alternative was the distributed mail system

because of its two locations of manned equipment. In addition,

this equipment does not have the same high reliability of the local

mail host and layered mail systems. The two distributed mail hosts

require more operations and maintenance personnel than the single

mail host system.

5.9.2. Financial Resource Summary

The above analysis justifies the prioritization of mail systems

from least to most expensive. In Table V.O., the results indicate that

the current INFOMAIL mail system has the lowest one time investment

costs but that the local mail host has the lowest operations and

maintenance costs.

Table V.0. Prioritization of Mail System Topologies Based on the

Required Financial Resources.

Expense Non Recurring Costs Recurring Costs

Least 1. Centralized 1. Local Mail Host

2. Distributed 2. Centralized

3. Local Mail Host 3. Layered

Most 4. Layered 4. Distributed
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This information coupled with a relative weighting factor, provided

by DCEC personnel, was utilized to estatlish a prioritization of mail

system topologies according to their financial resource requirements.

linimizing recurring costs was given a relative value of 8/10, with the

denominator reoresenting the maximum value possible. Consequently,

reducing non recurring costs had a relative standing of 2/10. The

specific breakdow¢n of mail systems with both their recurring and non

recurring costs evaluated with the DCEC waighting factor is provided

below.

1.Local .rail host least expensive

2 .Centralized

3 .Layered

4.Distributed most expcnsivew
5.9.3. Network Resources

The comparable evaluztion of tne four topologies within the network

resource categories can be seen in how each mail systerr utilizes the

packet for communications and the effect of the packets, generated from

each mail system, on the network. Figure 5.7 coupled with the packet

characteristics for each mail function, that were addressed in Chapter

Four, provides an evaluation model to determine the specific network

resources required by each system.

r.9.4. Network Resources fopologv Evaluation Technique

Phe evaluation ot the mail systems ,jas conducted by utiliziing the

most common network access techninue, the terminal, and the user mail
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session model determi-ed for the design of the 'lovements Information

Network (IINET). ihis mail session model was determined through S3N and

user reauirements surveys which translated existing Automatic Digital

.etwork (AUTODIN), TELYi, and telephone communications into electronic

mail requirements (19:21). This was used to calculate the number and

size of packets resulting Erom typical mail generation, editing,

reading, discarding, and filing functions as accomplished by a teletype

terminal (see appendix for specific results). The specific packet

characteristics are dependent on several variables. One is the source

of the message where the mail host transmits multiple characters per

packet and the teletype, with the TAC in its normal character at a time

mode, transmits a single character per packet. Another consideration is

the echoing from the mail host hack to the teletype to confirm character

receipt. Finally the single largest determinant of packet size is the

size of the information block that is being transferred. The analysis

determined the number of characters per packet for each network

transmission between the teletype and the nail host. The node distances

hetween the various components of the mail systems represents the

average number of network nodes required to provide connectivity for

that particular mail function, which indicates the magnitude of the

network that is influenced by the particular packet characteristics

generated by each function. As an example, the tecrminal that must

connect to the nearest distributed mail host must traverse at least two

nodes jith the highly tr ,,smission inefficient packet characteristics of

this interactive traffic. fhe average packet utilization rate for each

mail system under the various mail functions provides an indicator of

4



7t

te effectiveness packet in utilizing the network capacity efficiently.

It is calculated as the ratio of the amount of user information each

packet carries over the maximum capacity of user information for the

packet. The network resource comparison also included the inter mail

host transmissions between mail hosts. rhis evaluation consisted of a

comparison of average node distances between mail hosts as an indicator

of the extensive network traversals required by each mail system.

Specific packet utilization rates for the inter mail host transmissions I
are very high in comparison to user generated traffic. The number of

packets per mail transmission was approximated at 27 packets (1600

characters in 26.3 packets which can carry 61 characters per packet)

based on the 1600 character piece of mail generated during the mail

session.

5.9.5. Network Resource Topology Evaluation Results

The above results demonstrate the severity and expanse of the

transmission inefficiencies ot each mail system on the network. It

certainly shows the benefits of the different system architectures in

localizing, as seen in node connectivity of Figure 5.7 and the node

distances of Table V.1, the large number of inefficient interactive

traffic from the generation/editing/posting of mail from a terminal.
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Table V.1. Mail System Network Resource Evaluation

Mail System Topologies

Central Distributed Layered Local

Node Pkt No.of Node Pkt No.of Node Pkt No.of Node Pkt No.of

Dis Util Pkts* Dis Util Pkts* Dis Util Pkts* Dis Util Pkts*

Gen/

Edit/ 3 3.45 3733 2 3.45 3733 1 3.45 3733 0 0 0

Post

Read/

File/ 3 35.85 77 2 35.85 77 1* 35.85 77 0 0 0

Discard

Inter

Mail 0 27 2 27 3.3 - 27 3.4 - 27

Trans

NOTES:

* Packet totals do not include TCP acknowledgements.

** If files at the central file storage are required then network

connectivity is 3.

Large traverses of the network by packets of any size increases the

network congestion. This problem increases with large numbers of

packets. The centralized mail system, as seen in Figure 5.7, has the

greatest impact on the network because of the distance that the packets

must travel during a mail operation. This problem is exasperated at the

node which supports the mail host when more than one terminal conducts

mail operations. The other topologies have the benefits of distributed

architectuiz*es to reduce the network congestion. The only difficulty

with the alternative topologies is that increased distribution between
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mail hosts increases the node distance that electronic mail must cross.

4ith the exception of the inter mail host transmissions, the packet

utilization rate and numbers and sizes of packets are a function of the

user's TAC transmission mnode and terminal and not the mail system. The

node distance along with the packet utilization rate constitute the

sianificant variables in the evaluation of the four topologies. A low

packet utilization rate coupled with a large node distance indicates a

relatively severe impact on the network. ro optimize a topology, by

minimizing the impact on network resources, the low packet utilization

rate must he in conjunction with a small node distance. The effects of

the proposed network tariff against each mail system can be determined

in the nodal distance value. As originally stated, all connectivity

enual to or less than two nodes results in a lower usage tariff. A

simplistic indication of expected system response for each mail system

can be obtained through the number cf aodes that should be traversed. A

lower number should indicate a lower system response time. A realistic

system response time is dependent on the traffic on the lIPs and

communications lines connecting the user to the mail host. Also the

processing speed and load on the mnai1 hosts tnemselves must be taken

into account to determine a specific response time value.

5.9.6. Network Resource Summary

rhe prioritization of the alternative mail system topologies was

accomplished throu-h the minimization of their required network

resources. As stated in the previous paragraph the optimum topology

reduces the impact of both the low packet utilization rate and large

S .numbers of packets by localizing their effect with small node distances.
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This strategy was used to prioritize the mail systems as seen in Table.

V.2. Also stated in the previous paragraph, each mail function has its

characteristic packet utilization rate along with numbers of packets

which are functions of the TAC and the terminal used in the mail

operation.

* Table V.2. Prioritization of Mail System Topologies based on Minimized

Node Distance per Mail Function. (Prioritized from lowest number of

nodes to highest)

Gen/Edit/Post 1. Local Mail Host Lowest
I

2. Layered

3. Distributed

4. Centralized Highest

Read/File/Discard 1. Local Mail Host Lowest

2. Layered *

3. Distributed

4. Centralized Highest

Inter Mail Host
Transmission 1. Centralized Lowest

* 2. Distributed

3. Layered

4. Local Mail Host Highest

* NOTE: Assumes files at local mail host processor.

The local mail host has the lowest network resource requirement for

every mail function except for the inter mail host transmissions where

-. ,.8

2.........

.7__ *..i. .?> 2.*. -
. . . . . .. . . . . . . . . . . . . . . . .



it is the highest. The level of architecture distribution from highest

to lowest correlates with the nail generation/editing/posting and mail

reading/filing/discarding functions and inversely correlates with the

mail host transmission mail function. Through the "mail bagging" and

network minimum usage conceots the network impacts for mail transmission

can be minimized with that assumption. The prioritization, from best to

worst, of mail system topologies based on minimum network resources

results in the following:

1. Local Mail Host.

2. Layered.

3. Distributed.

4. Centralized.

This orovides additional justification for the mail system topology

recommendations at the conclusion of this chapter.

5.3.7. User Interoperability

Prioritization of the user interoperability comparison was

accomplished according to the requirements that must he naet by each mail

system. Specifically, the prioritized categories are mail host

availability and system reliability. Availability addresses the

probability of being able to access the mail host. If a large number of

users attempt to simultaneously access the same mail system, which has a

limited capacity, the result could be a tlocking oLI service to some

users. £he system availability is a function of the simultaneous user

access capacity of the mail system in addition to the network

connectivity. System reliability is an indicator of the system's

ability to prevent mail host failures and lessen their impact. This
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capability is based on the reliability of the individual components of a

mail operation such as the terminal, access lines, mail host etc. in

additon to the network connectivity. It's also dependent on the number

of users denied service by a failure in any component of the rail

operation. Fhe evaluation of the mail system topologies was based upon

an examination of their architectures and their desimned reliability.

The following paragraphs address the analysis of the mail system

topologies according to their system availavility and reliability.

5.9.7.1. System Availability Evaluation

Based on the evaluation of the alternative mail system topologies

according to their system availability, the following mail system

prioritization, from highest to lowe,3t, rasulted.

1. fhe local mail host topology has the highest availability because

of its deployment strategy of multiple units to cover localized

communities of interest. rhe actual availability is based on the

local access lines and not upon the networK at all.

2. The layered mail system is the next highest mail system also

because of its deployment strategy. The positioning of the mail

host processor near an IMP that supports a geographically localized

area minimizes the number of possible simultaneous accesses in

comparison to the distributed and centralized mail systems.

3. The third topology according to the system availability category is

the distributed mail system. Its architecture r'educes the

possibility of service blocKage due to simultaneous accesses below

the centralized system but rct is well as the local mail host and

layered mail systems.

3 2
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4. The last mail system topology, i." providin7 bigh system

availability, Is the centralized system. This is based on the fact

that a single mail host to cover all users increases the

probability of users not being able to access the mail host,

simultaneously.

5.9.7.2. System Reliability

The ability to minimize the number of users affected by inail system

or DDN failures coupled with the system's designed reliability, are the

evaluation goals for the system reliability prioritization of mail

system topologies. This evaluation resulted in the following mail

system ordering from highest to lowest.

I. [he local mail host has the highest system reliability because of

its distribution to the smallest Froup of users. A failure in the

rnetwork connectivity merely disables the inter mail host

transmissions but still allows the other mail functions. A mail

host failure only impacts those users that are locally supported by

it.

2. The layered mail system topology has the second highest na-il system

reliability through its distribution ot mail host processors which

rmini-nizes impacts to users due to both network and mail host

processor failures. Its reliance on the network reduces its

reliability below the local mail host but its highly reliable

hardware and software place it ibove the distributed and

centralized mail system topologies.

3. The distributed mail system is the next nall systam In this ranking

of system reliabilities. Although the distributed mail system
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utilizes the same hardware/software as the centralized system its

* -distribution reduces the users impacted by a mail host failure.

4. The centralized mail system is the lowest evaluated alternative for

system reliability because of its architecture. Its single

location is a failure point that would affect all the users.

5.9.8. User Interoperability Resource Summary

The evaluation of the mail system topologies according to their

projected system availability and reliability resulted in the analysis

in the previous paragraphs and are summarized in Table V.3.

Table V.3. Prioritization of Mail System Topologies based on User

Interoperability Resources. (Prioritized from highest to lowest

Availability/Reliability)

Priority Availability Reliability Availability/Reliability

High 1. Local Mail Host 1. Local Mail Host 1. Local Mail Host

2. Layered 2. Layered 2. Layered

3. Distributed 3. Distributed 3. Distributed

Low 4. Centralized 4. Centralized 4. Centralized

5.10. Topology Comparison Conclusion and Recommendations

The analysis determined the points of inefficiency in each mail

system. The current centralized system evaluation indicated that it has

the most inefficient use of the network resources with the lowest

availability/reliability features in comparison to the alternative

systems. Its efficiency in use of financial resources is a
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consideration if low cost expansion is required and the network and user

interoperability resource inefficiencies are acceptable. These

conclusions and the prioritized mail system topologies addressed in the

previous paragraphs were evaluated against i DCEC provided relative

weighting factor against each criteria. ibis permitted DCEC personnel

to establish the final orioritization of mail system topologies based cn

their combination of the relative merits of each alternative's

financial, network, and user interoperability efficiencies. The user

interoperability criteria was rated as the most important dith a

relative weight of 5/10, with the denominator 10, being the maximum.

The network and financial resource were considered to be 4/10 and 1/10

respectively. This relative weighting reflects DCEC's interest in

providina maximum mail service to as many users as possible with

minimized network resource impact. The financial resources necessary to

accomplish this task are not considered a significant issue in

comparison to the other efficiency criteria. The following

recommendations are based on the weighted prioritization of mail system

topologies according to the magnitude of the inefficiencies they correct

from the current centralized system.

1. The use of the local mail host will improve the utilization of

network resources and also the system availability/reliability.

It9 developement costs are offset by the above Improvements in

addition to lcwer operations/maintenance cost than the current

sys ter.

2. The layered mail system has the next lower level of network

resource and system availability/reliablility improvements in
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comparison to the local mail host. Its deveIopme:- t nd

operations/maintenance costs are higher.

3. Fhe distributed mail system has the least improvement in networK

requirements and system availabilitv/reliability. Al thourh its

development costs are lower than the two previous alternatives its

operations/maiatenance costs are higher.

Prioritizin? recommendations according to the amount of financial

resources necessary to implement them results in the followin-.

1. The distributed mail system has the lowest implementation costs

coupled with the least improvement over the current system. Its

operations/maintenance costs however, are the highest of 3ll the

alternatives.

2. The local mail host has a higher implementation cost th-an the

distributed mail system hut lowest operations/,naintenance cost. It

al so has the most sinLnficant improvement in inetwori resource

utilization and system avail abili ty/reliabili ty than all the

alternatives.

3. Lhe most expensive alternative to implement is the layered mail

system. Its operations/maintenance costs are lowec than the

distributed system and it has the second lowest networK resource

requirements with the second highest availability/reLiality, which

still makes it a viable alternative.

rhe two critical issues to consider in deciding which alternative

to choose Is time and requirements. Development tine is needed for the

alternatives and user requirements can Increase si nificantly. The

centralized system can hnndie Increments of additional users but a large
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number would overwhela this capability. This study did not evaluate

future requirements, but if current network expansion is an indicator,

these additional reauireme:Its will arrive without much forewarning. Ihe

distributed Mail system should be deployable with the shortest lead time

whereas the layered and the local mail host wil1l require substantial

development leadtime. fbe local mail host system could bene it from the

current onslaught of information systems, t assisting in the

development of the interface standards with irdustry. Unfortunately,

the typical DoD user tends to purchase off the shelf commercial

equipment and then try to "bend" it to meet DoO standards. with the

advent of information systems thL ughout the DoD, the justification for

developing the Dd local mail host is realistic. This chapter .as

addressed the mail system architecture and how; it can be optimllized

against the efficiency criteria. The following chapter evaluates tne

techniques for accessing the I.P'!A1IL mail host through th~e DDX.

6
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VI. User/Mail System Interface Efficiency

6.0. Introduction

fhe evaluation of the INFOMAIL system on the DON has addressed the

hardware that is unique to the mail system. The utilization of that

mail system can only be accomplished through its interconnection with

the user through the DDN. this interfacing of the user to the mail

system is the focus o this chapter. Certainly one of the .nost critical

components in the DON is the user's 1/0 device. It is also the most non

3 tandard component since it is provided by the user and is not

engineered into the system. this latter statement provides one of the

more expensive problems because the DDN attempts to generate a universal

interface for all user I/0 devices. 1'his chapter provides an evaluation

of the various electronic mail I/N devices and inteface techniques to

determine the efficiency of each one along with its alternatives. The

efficiency criteria of Chapter Four was used to determine the

recommended alternatives. The following chapter consolidates the

conclusions of the efficiency analysis of the INFOHAIL system and

prioritizes recommendations to improve the current system. Before the

evaluation of the different 1/0 interfaces, -a review of the basic T/O

requirements is providc.

6.1. 1/0 Pequirements

The interaction tetween the host's application software being

accessed on the network and the human being is through an 1/0 device.

line range of I/0 devices is quita large, but specifically for electronic

mall the alphanumeric keyboard display terminal provides the ex3ct human
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to TNFOMAIL interface. The terminal presents the system image to the

user and can have significant impacts on the effectiveness of the

application software on the network. rhe capabilities and efficiency of

the entire system, as in response time and data throughput, could be

constrained by an inefficient terminal system. 1he terminal display has

improved and added capabilities, such as termiaal editing, have been

provided through microprocessor support of the terminal, yet the basic

function of time responsive alphanumeric I/O have remained the same.

The following section describes the various iNFOA1AlL access techniques.

i'he last section addresses the INFOAIL supported hoot.

5.2. User Acess Technioues to the TIFOMAIL System

The interface between the user :nd the network to the I.IFOMAIL mail

host can take place in two ways. there is the Terminal Access

Controller (lAC), which provides an inexpensive way for a user with a

terminal to access the network amid the IMFOMIAIL system. The other

method is for a user at a network host to utilize that host as either a

network interface to access te INFOMAIL system on a distant network

host or as an INqFOMAIL host for direct non network access. The

following section describes and evaluates the terminal access and ihost

supported access techniques.

6.3. Terminal Access Techniques to the INFO AIL System

Terminal access to the IfFOMAIL network host is conducted through

the TAC, which provides the protocol support and network interface

device. The following section evaluates the TAC and representative

terminal configurations for efficiency In interfacing with the INFOJMAIL

9
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.. system.

6.3.1. TAC Concept of Operation

The interfacing of multiple terminals, with a myriad of different

transmission speeds, is a significant effort. The TAC must provide the

user support to ensure access validation, negotiate a connection through

the communication's protocol to a network host, and then become

transparent to the actual transmissions. The TAC outputs a universal

message that varies with length chosen by the user. The IMP views the

TAC as another host as it packetizes the messages and forwards them to

the destination host. The Figure 6.0 depicts the major functional

components of the TAC.

Multi Line Controller (MLC)

Modems

I---n-terfac------'MLC ]C- 30

Dial-Up
Access
Modem

Figure 6.0. TAC Functional Components

The Multiline Controller (MLC) provides the communications

interface between the terminals, connected through the access lines to

the C/30 processor. The MLC contains the logic which disassembles input
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characters from terminals and transfers them to the C/30 memory buffers.

Consequently, it also transfers and assembles output characters from the

C/30 memory buffers to be transmitted back to t.le terminals. The number

of charactes per packet is chosen by the user during the TAC access

session. The 'ILC also contains the line interface units which provide

the physical communication controls of the TAC ports to match the

transmission speeds to the terminals. Upon initial contact with tne

I'C, the MLC collects data on the terminal operating parameters and

stores them in the C/30 memory. The C/30 processor, through the TAC

software, sequentially removes the data from the memory and applies the

f~cLNSf,TCP,!P, and network access protocols to establish a connection

.qit, the destination host and then transmit messages through the IMP.

Ehe return route from -i host to a TAC is similar but the host, if it is

utiizina the BBN U'IX operating system, transmits a group of characters

together in one packet. The BBN UNIX operating system on the mail host

-raintains a storage buffer containing all the characters to be

transmitted back to the terminal; at a certain tine interval it

trinsmits the buffer contents together. The I'AC stores the characters

until they have been sequentially transmitted to the user's terminal

(6:359-362). rhe various transmission modes for the rAC are addressed

in the following paragraph.

6.3.2. TAC Transmission Modes

fbe flexibility of the TAC has included selectable transmission

modes which have the potential for improving transmission efficiency.

The rAC has the followinp software selectable modes to transmit messages

4 to the IMP In various sizes.
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1. Character at a Time -- This is the normal mode of operation for the

rAC.

2. Line at a Time -- The TAC transmits to the remote host whenever a

liriefeed is received.

3. Message at a Time -- The TAC transmits to the remote host whenever

an end-of-message character is encountered.

A. 4ord at a Time -- This function is not too available in the TAC

software at the present but will he available by January 1985. It

causes the TAC to trdnsmit when it detects a space, as in the

completion of a word, or a .5 second interval without an input.

5. Transmit every @ -- The rAC transmits the contents of its buffers

after Q number of characters.

6. Transmit Now -- fhe fAC immediately transmits the contents of its

buffers immediately upon receipt of this commend. rhis is not a

permanent condition and the TAC reverts to the original

transmission node after executing this command.

rhe 'AG software also allows the selection of whether the TAG

should send an echo locally back to the user's 1/0 device, thus saving

the transmission bandwidth of the return path, or have the echo

or irate from the host as normally done (9:34). Although the TAC

provides several transmission mode options, its interface through the

retwork to the mail iost has a few inefficiencies which are discussed

ilonF a[th possible solutions in the next section.

6.3.3. TAC rransmission Inefficiencies

The total overhead of these communications protocols at the output

of the IP is 52C bits per packet, with 6O0 bits for TCP, 160 bits for
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IP, and 200 bits for IMP-IMP su1set Information. Here lies the

* significant waste in transmission efficiency. With the TA" in its

normal character at a time transmission modes. Ferminal generated

traffic is interactive with one character depressed at a time resulting

in the 3 bit ASCII character requiring 520 bits of overhead for an

information transfer rate (8/528) efficiency of 1.5%. This problem is

further compounded by the need for an echo from the network host bac: to

the user's 1/0 device, to confirm character reception.

6.3. 4 . TAC Proposed 1'ransmission Plans

the solution to the problem requires more than just a selection of

3 more efficient transmission mode and echo plan than is currently

utilized. Operating systems and application software on the network

hosts have been configured to utilize some of the single control

character at a time command modes. Chanping trans,,.ission modes would

impact these functions. Because the TAC becomes transparent to the

communications it passes, It caLiPot differentiate between a command or a

text character. The first wide scale application of a non character at

a time transmission mode and local echo was don- on the SDN subnetwork,

'I'NT, in Europe (20:6-6). Each IP is connected through 9.6 kbps

trunks instead of the 56 kbps trunks of the rest of the DDN. This

decreased handwidth necessitated a nore efficient use of the network

transmission media. rhe ' 14rIi used a line at a time transmission mode

with the TAC providing the local echo. 1his configuration also required

the modification of the iNFOMAIL software and UN IX cperating system to

31ow local echoing from the TAC and to prevent the selection of the

"CBREAK" mode of oper3tion. Unfortunately, the MINET had to revert to a
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character at a time mode of operation because of m.INEr software faults

and was therefore not available for data analysis. A revised software

* system, in the line at a time and local echo mode, is being finalized

and should be activated on the IINET by January 1)3.

6.3.5. Remote Application Controlled Echo ing (RACi) and Remote

Controlled Terminal Echo (RCTE)

Other attempts to reduce transmission inefficiency through a

dynamic adjustment of transmission and echoing modes are the RCrE and

RACE plans. Both would be applied in the TELNET protocol application

layer when responsibilities between the user DELNEI and the server

1FLNET are being negotiated. Basically the AC would provide the local

echo wihen simple character echoing as required, which also provided the

user a short response time. Character echo generation from the host

- 0 would be initiated when more demanding computation, such as a control

character, was necessary. In addition, the fAC would retain the locally

echoed characters until such time as a character requiring host

computation is generated. At this time the TAC would transmit its

contents in a large packet. the potential improvement in network

bandwidth efficiency is significant in these dynamic transmission and

echoing mode plans, as long as the user is not using a substantial

number of characters requiring host echoing. The RCTE, which was an

earlier alq7orithm of the above concept, was actually implemented on the

TIP, but it was not utilized by many host systems and suffered from

early TIP software problems. The RACE concept has not been throughly

evaluated to determine Its full capabilities and 1limitations (21).
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5.3.6. Recommenda tions

Fi'e need to improve the transmission efficiency of the INE T,

because of its lower network bandwidth, Is obvious. As the IINEIT begins

supporting additional users, the character at a time transmission mode

aith remote echo will begin saturating network trunks and IMPs causing

increased system response time. rhe line at a time, with local echo

plan can be eval ated on the MlILEf in the near future to determine its

effectiveness for application on the DDN. At the same time, the !ACE

concept and new word at a time transmission mode should also 1;e

e'1aluated to determine its capabilities arid limitations. The

evaluations should take place along the following guidelines.

;.3.7. LAC Ival uation Objectives

Co demonstrute the effectiveness of these transmission efficiency

-nha nce rnen ts, J-ata should be collected, as a minimum durin a a

recrIsen ti tiV tine period, utilizing the 3BN packet statistics

software, it is -nDortant to establish baseline performance in the

character at i ti'e and rel,,ote echo mode prior to evaluating the line at

a time and remote ?cho erhancenents. Specific data categories are the

folowing for peak and average ,riods.

6.3.7.1. Circuit Utilizatizn

7his item indicaties the percentage of the time that a

coinmunications channel is active. It is specifically calculated by

dividing the average bit rate of a link by ics capacity. A high circuit

utilization rate of about 60% can create high queuing delays in the PiP

which degrades interactive terminal usage because of increased system
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response (22:13).

6.3.7.2. Packet Length Distribution

This metric provides an indicator of network transmission

efficiency with the larger packets being more efficient, in their

transport of information.

6.3.7.3. Round Trip Delay

rhis statistic indicates the system response time it takes a source

host to receive an indicator that the destination host is ready for a

new message. Tbis is particularly important in human generated

interactive terminal traflic (22:16-13).

6.3.7.A. Operational Performance

The impact on user applications of either non character at a time

or local echo modes should also be collected to as.ess their limitations

" in an operational environment. rhe following paragraph outlines the

.. method by which the above data should 'e analyzed.

6.3.8. Evaluation fechnioue

Tlhe comparison between the various transmission and echoing modes

should easily indicate the performance enhancements and limitations.
o

The expected performance trends of the non character at a time and local

echoinq modes against the baseline character at a time and remote echo

are the following. A decrease in line circuit utilization rate from the

baseline should translate into decreased congestion and queuing delay on

that trunk's IMPs. The distribution of packet sizes should change from

haseline performance, to indicate an increased percentage of larger
S
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packets. rhis shift translates into a more efficient us! of the network

transmission bandwidth because a larger packet conveys more information

than a smaller packet with the same amount of overh~ead. The larger

p3cket size, unfortunately creates tx slight increase in packet network

traversal time, in comparison to the baseline, as seen in the round trip

delay data. The results of the operational performance tests along with

the increase in system response times must be weighed against the

transmission efficiency improvements and the decrease in circuit

utilization rate to justify a decision to incorporate the tecihnique in

the ODN. rhe expected performance of these TAC transmission efficiency

improvements on the DUN is provided below.

6.3.9. DDN ImolemaLltation

The potential improvements in transmission efficiency for the "IINEI

ire -reater tran in the DON for the following reasons. The MINEr was

develeoed as a heavily interactive electronic mail system in comparison

to the mixture oF host and terminal traffic on the DUN. Therefore there

will not be the same level of improvement in transmission efficiency in

the DON. Also the currently low circuit utilization rate and system

response time of the DCX snould not experience a significant decrease in

non character at a tim,? and local transmission node.

6..1). 'I. t nterface Sumay

[he i'Y,: ms provided low cost but effective access to the network

rasources. i improve the efficiency of the fkC's interface with the

netwcrk rc -,uirrs a tund-nental change in tne protocols which dictate how

terminats-fA(s-network hosts communicate. This change will cause user
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sot tware imnac ts hu t Ihe re SulI t inx irprove [nnt in the !no twork.

transmi ss ion off ic ency will bene f it the_ antire networ-c. P-e terwinal

that interfacas with the TAC is ainotner source of iaefficie-ncv. r he

nLlo11Win'- section conpares threo te rmiinalI con f iLtra t ions ac cord ing t o

the c Lteri-in LChapter Four.

6.4. Ierminal Network-Access

7"r.e next io'ia I point tin the sv e:anaivs is is the -- or in terrace

deic. i~ unctianr is rovided cv the t-rii-inal. 'lht-hthere has

nt @ n sn' essni i ncK ,i r e i . t hu terminal's s ic f unqc t ion o f

nr v 1n -- AI-)a ru .:e r ic I /,- t a the uz,2r, the r a i a w ide ra n 7 of:

i f f- rent s-Up or t Lc3aai I i ties IV-)Ia 1hn £ iz sec ti!on iddr2S-ses t hre

rr;'ttv ? te-rrn -1 11s -i t r reI- tti vn er t'ic ncy' i r the use oC the

-iancim-, ( eto,! a : in - us er Int L-ro pe r a z tv re sou~rce s 4e scr ihed (i n

.r) 'ntor u r . r he r2SUIL. compared tethreo terninals and Pgenarated

re -.2n 1~r-i t Ionrs whi c h co ulId imp rove t1he r veralr -I I ic isenc y of te r;n i naI

an c~~ acc's orth e 1',!Fu 1 1L a p p I c ti r

I .. Ce 1 t V:) fr-nina 1

rhe c; i -, ) ,ns t to ro, .,Ia I tn '.e Jiscussed] i S the mechanically -driven

tIle twlne. z hi .-i da tLs forerunner in early di17ItL cowifuica t ions

s y te.ns aan: ,:i, one of theifrtnan ri. ch in i. t ertfac E.s . I're t e I e t :e

c cnv er s the iliohanumeric -elLoard input to inr A&:Cll codedi eia-ht bit

w o r ., w it h - -ai t v ht , into ilphanumeric characters on its display,

which- is proviad '-y, _ se-rial printer. Th-e TAG_ Provides the necessary

networ!< irterf-nce protccols and hii-fers.



6.4.2. In-telligent Ferminal

T he definition of an intelligent teriinal1 is "a k-7 yboa r d/-zrt

t er minalI t o wh ih .a u s e rP pr o s m rnna1]e pr o ce s sor ;,a,- be en a1d ded" (179)

IThe evol jt ion of the intell igent or processor coatrolied teriiminal

r2SUlted franP the neem to improve the3 otbvious inef ticioncies ot the0

telIetype. l'he way to accomnplish this was to distribute lo'-ic to the

ccmponents of the netw.ork, particularly those prcoarin-, :lta for ne twork

trinsmlss ion. r he te rm inaI 4a s : ]o i ca I choice - because it could

arCeOrocess the input data into a nore transmissior efficie2nt for-mat.

F-_ ran-ye of capabili ties of these systems vary considerahlv 'cut -a tew

of the *-ore s i 11ific a Lt fu(Ic tio ns are:O

1 . -_nd to end error checking can be incorporated in to the te rm1,inalI

mruon i, tiie host. to host error ciocKinF in the2 fCv) protocols.

2. 3ff network line te.Kt generation vid editing utilizing a secon-;ary

3torag!e edacould be perfir-ed like- a- host aetworK access.

.3. 1 e xt c ompac t ion to reduce total bits required to transit a

7ne s ac2 Thi s could s Lr.DImov mean tht - d at -a is only trans-nit1ted frcom

tetermoiral when the carriage, return or linefeed is activated and

then the entire nessacea is tr-ansmitted. It could cgenrerlte a2 uriioue

code which more efficiently represents the input data.

P7
Yntav. checkilnm could he done locally instead1 of through a networ:

5. Terminals cqn ha? Lntcrleaved co aillow several termials to use the

~y~acce ss Line more efficiently.

The advent otf th~e person-al zonoute2r has radE: more luoic and s tor3Lje



memory available than the previously described intelligent terminal.

The personal computer could be defined as a multifunction microprocessor

based computer sys ten with some limited capabilities of the host

computers. in the role of .a terminal, the pnrsonal computer provides a

low cost alternative to network access through a network host with an

T P. the personal computer, because of its increased technical

capabillities of larger storage mpemory and programmability, has

increased capabilities in addition to those listed for the intelligent

terminal. The flexibility of the personal computer allows it to locally

generate and edit mail using a variety of different software packages

that provide user support such as spelling checking and different

terminal emulations.

6.5. Terminal Network Access Comparison

The user currently provides the DDN 1/0 device. \n evaluation of

th_ capabilities and limitations of each of the three terminals,

previously described, determined the inadequacies in current interfacing

techniques for each terminal confiquration al on g with the

recommendations to improve them. Also the combined prioritization of

terminal configurations, according to the above efficiency criteria,

outlines the justification to influence future terminal procurenents.

"" the evaluations -are accomplished through a logical m-'ration of the

financial resource requirements and availability/reliability of each

terminal. In addition the specific network resource reouirements for

each terminal were deterinined through the application of the mail

session model. The financial resource requirements evaluation is the

first portion of the analysis that is addressed.
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6.3.1. Financial Resources

£his section analyzes the relative financial resource

prioritization between the three terminal configurations. This was

based on the evaluation criteria descrilbed in. Chapter Four. [he

differences between the intelligent terminal and the personal computer

in this criteria become negligible and therefore the prioritization was

conducted between the teletype and the iLtelligent terminal/personal

computer. The wide range of acquisition costs for ill three terminal

confimurations makes a relative evaluation of representative non

:ecurring costs too subjective to be conclusive. [he prioritization of

terminal configurations according to non recurring costs is a question

of the reliability and maintainability of the mechanical technology of

the teletype in comparison to the solid state technology of the

intelli.ent terminal/personal computer. [he reliability of solid state

?quipment in a henign environment is higher than mecha;nical equipment in

a similar environment. Also, although the teletype has been A DocD

standard i/O device it is being replaced with more up to date solid

state intelligent terminals. [his evolution jeopardizes the future

spare parts and maintenance support for the teletype to a point that toe

intelliqent terminal/personal computer will become the DoD standard I/0

device. 2ased on this logical analysis of the non recurring costs of

the terminals, the intelligent terminal/personal computer Are the

Preferred user I/N devices according to the required financial

resources. [he analysis cf the network resource requirements for each

termrin3l is discussed in the fol lowing paragraphs. fhese results

topether with those of the financial and user irteroperaility resource
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evaluations and recommendations Justify the terminal prioritization -it

the conclusion of this section.

S,.5.2. vetwork Resources

re efficiency differences between the three terminals are

significant for the network resource criteria. rhe capabilities and

limitations which djere discussed in the terminal descriptions Lere

employed in this section against a tbooreteical mail session model to

Jetermnine the exact number and size of their resulting packets. Each

terminaI configuration :as then compared against one another to

' establish recommendations. £he following paragraph addresses the method

0 utilized to determine the network resource efficiency of the terminal

confi urations.

3.3.2.1. Terminal Network Resource Evaluation Technique

ihe evaluation of each termtnal was accomplished through the"!I,,,,IEFd~oug malssiohee ta a

*-.,- application of the MINEr mail session model that was discussed in the

previous chapter. This model represents a typical user mail host

interaction from a terminal. Each terminal's unique capabilities were

utilized to reduce their network resource require:nents to the ;ninimum.

This entailed altering- the configuration of the PAC during a file

transmission when possible. The access line transmission bandwidth was

kept at 9600 bps, the maxiaum for the teletype even tnough both the

intelligent terminal and personal computer have higher capabilities.

The possible configurations for the intelligent terminal and personal

coMouter would have made an exhaustive evaluation of these terminals

beyond the scope of this study. fherefore a representative
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0I
configuration was chosen, which provides both terminals with storage and

local editing capabilities, based on their most prevalent configuration

when communicating to the mail host. In this configuration there is no

difference in network resource requirements between the two terminals.

The evaluation results were summarized into the frequency distribution

of packet lengths per mail function which is an indicator of the

* probability of a packet being a certain length. The longer packets are

more transmission efficient than the shorter packets. The packet

utilization rate for each terminal was determined to demonstrate the

efficiency of the use of the packet as a communications component. The

number of packets generated per mail function was also computed for each

terminal. This number provides a comparison of the volume of network

traffic resulting from each terminal. The actual results of the

evaluation are seen in Table VI.0 and are analyzed in the following

paragraphs.

Table VI.0. Terminal Network Resource Evaluation Per Mail Function

Gen/Edit/Post Read/Discard/File

C No.of Pkt Length Pkt No.of Pkt Length Pkt

o - Pkts Distribution Util. Pkts Distribution Util.

1-20 21-40 41-61 1-20 21-40 41-61

1 3733 98.3 0.08 1.6 3.5 77 64.93 1.3 33.71 35.9

2 330 88.8 0.6 10.6 9.7 77 64.93 1.3 33.71 35.9

(C) Terminal Configurations: 1. Teletype, 2. Intelligent Terminal and

Personal Computer.
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'1ote: fotal number of packets does not include TC acknowledgements

-. .which 4ould double the tabulated value.

6.5.2.2. Terminal Network Resource Evaluation Analysis

Phe above results (see appendix for specific calculations) for the

generate/editing/posting of mail show the advantages of the intelligent

terminal and personal computer over the teletype in required network

resources. The differences are attributable to the off line text

.,eneration and editing capabilities of the intelligent terminal 3id

personal computer. The teletype normally operates through the TAC in a

character at a time and remote echo transmission mode for entering7 and

editing the text which aenerates a significant number of short packets.

fhis increases the packet congRestion in the netwock. Fhe alternative

termtnals utilized their file transmission capabilities to transmit the

E text of the message through the TAC in line at a time and local echc

mode. Fhe packet utilization rate is a more accurate indicator of the

transmission efficiency of each ter-minal ccnfiguration. ihe iTitteractive

communications requirements reduce the transmission erficiency of the

packet as seen particularly witn the online text g;eneratin? and editing

of the teletype. The mail reiding/discarding/filing function showed ro

differences between terminals in required network resources because the

off line storage and editing capabilities of th.t intelligent terminal

and personal computer nave no advantage in this query/response function.

[his diifference in network resources for each terminal can be readily

felt by the user when the usage tariff is applied. Since the rate is

der)endent on numbers of pacKets and not their individual size, the

q higher volume of pickets from the teletype session mak 2 this user device
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an expensive option.

-?:

*6.5.2.3. Network Resource Summary and Recomemeniiations

Lhe evaluation of the requiredl network resources tor each te riinal

rvealed their impacts on the network due to a typical mail session.

Phe teletype terninal required the l3rgest number ot packets Jnd

utilized the transmission capability of the packet inefficiently in

comnarison to the intalligent tormlnal an6 personal computer. A

modification to the teletype to include local storage and editing will

improve its network ppr formance considerably. 7nhancements in the

intelligent terminal and parsonal computer networK re source performance

coulA be realized with the inclusion of the £>NFO'.AIL message format into

their systems. This would allow the entire .iessage, not just the text,

to he generated locally and then transferred to the I:FOMIAIL host.

These points, coupled with the previously stated advantages of low

resDonse times during local mail generation and editing, ma ke the

intellige.nt terminal and personal computer the ir.ore efficient i/0

devices. 'Results from the table, coupled with the previously stated

advantages of low system response times during mail generation and

editing, and lower usage tariff than the telatype, .iake the intelligent

terminal and personal computer the more efficient I/O devices. fo

complete the analysis of the representative terminals, the evaluation of

their user interoperability was also conducted. The results of this

evaluation follow.

6.5.3. User Interoperabi-lity

re user interoperability criteria, as descrioed in Chapter Four,
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iddressed the availability and reliability of an item. [he availability

-- category is not applicable to the terminal in the same sense as it was

applied to the mail system topology evaluation of the previous chapter.

In that context, there were many users in competi-tion for a limited

resource, the mail host access. the terminal availability is an

evaluation of how efficiently it can be used thus reducing the demands

on the system that is interfaced to it. In the specific electronic mail

role the terminal configurations each had certain caDabili-ties which

influenced their required networK resources. rhis aspect addressed the

limited capacity of the network but did not take into account the time

required to perform the mail functions. Since the mail system has

0 limited access capacity the time that a terminal is interfaced to it

increases the probability of anotler user being denied service.

Therefore a terminal s availability is more a measure of the connection

tine with the mailhost which affects the mail system's availability.

'he intelligent terminal and personal COmDUter clearly exceed the

teletype in lower connection time because of their ability to generate
-"- - and edit text in addition to reading transmitted mail off line. This

latter capability was not demonstrated in the mail function during the

mail session because the mail session model required reading in

.- conjunction with filing and discarding. Therefore the intelligent

terminal and personal computer are the preferred user 1/0 devices ia the

availability category. The reliability of the aifferent terminals was

discussed durinq the financial resource evaluation. fhis concluded that

the reliability of the intelligent terminal and personal co,mputer was

higher reliability than the teletype. In summary the user

106

0: }: i ! ! ,,: ,: ; -:: .:, ::::: ::: : :::: -: . :. :::::::::::::: : -: .L : " : ;: ,:, . .. :. .. ' ::



interoperability evaluation of user i/0 devices resulted in the

% -"intelligent terminal and personal computer as the more efficient option.

6.6. Terminal Network Access Conclusions and Recommendations

The efficiency analysis of the representative terminals resulted in

the conclusion that the teletype terminal had the highest networK and

financial resource requirements ir. addition to the poorest user

interoperability. Although the user s !/O device is his responsibility,

based on the evaluation results, DCA should consider providing

incentives to the users to adopt these recommendations. Fhe proposed

DON usage tariff would encourage the use of terminals which could

o nerform lower cost file transfers than interactively entering data

;jould. 9etween the intelligent terminal and the personal computer the

significant differerence is that the latter system can be programmed to

emulate various termIna I configurations cr provide other non mail

functions in addition to the capabilities of the intelligent terminal.

Since the evaluation performance was identical for both terminals this

flexibility makes the personal computer the preferred 1/O device with

the intellient terminal as tile next alternative. fhe teletype, 'y its

poor performance, is the least desirable terminal. Another alternative

0 is that the teletype can be upgraded with a memory storage and editing

device, to bring up its capabilities to tie level of the intelligent

terminal and personal computer performance. The advantages of this

alternative are that the teletypes are already fielded and user will

also benefit from a lower usage tariff, in addition to the increased

capabilities. The development, acquisition, and support costs of this

L dded comoonent must be weighed in the evaluation of this alternative.
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A final alternative, which requires the modification of DDN network

hardware and software, would address the inefficiency of the interface

between the personal computer and the DDN. A network host can utilize

FTP to transfer its locally generated files through the network. An

inclusion of this capacity into the TAC or the IMP, along with the

required software in the personal computer would improve the efficiency

of its file transfers when used to access the network. Again this

modification must be thoroughly understood and the future requirements

for personal computer access to the network must be evaluated to

determine the cost effectiveness of this additional capability.

6.7. Host Supported INFOMAIL Access

Another methud for interfacing with the INFOMAIL system is through

a local host connected to an IMP. Figure 6.1 depicts the two possible

configurations for this case. The following paragraphs provide the

specific details of each configuration and the inefficiencies of this

INFOMAIL access technique.

t

IM, M Representative

s~t INFOMAIL

HotINFOMAIL Re s iden t

Mail Host Host

Figure 6.1. Host Supported INFOMAIL Access Configurations
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6.7.1. INFOMAIL _esident on the Local Host

T The simplest access to INFOM!AIL is accomplished through the user's

local host if it contains the INFOMAIL software. rhe U1. FO1.IA I L

- application software is accessed as would any other software package in

the software library. The mail session is done locally, without the

netuorx, and the mail transmission from the user's host to a distant

network host is done through the network utilizing either S.'iTP for a non

I;FYIAIL mail system and FfP for another INF0'1AIL system. If the

recipient has a mail box on the user's host, then the network

transmission is not necessary.

6.7.2. INFOMATL Resident on a Distant Network -Host

Network connectivity to INFO MAIL, wi~en it is resident on a distant

network host, can be provided through a local network host. [lhe user

initiates the communications process in his local host by sending the

EELN-Ef, ECP, IP, and network access protocols to open a connection

through the local PIP to the destination host. At this point, the local

host becomes transparent terminal support to the user's communications

unless specifically addressed by the user, ais in a tile transfer. the

traffic therefore from the host to the I'MP is the samie as ir the

terminal. ,iere connected to the L'IP directly (8:33).

3.7.3. iost Supported Network Access [ransinission Inefficiencies

.hen used interactively this communications transparency through

the locil network host, after the connection to the distant network host

hs been -ade, creates a significant transmission inefficiency.

(.urrertiv, each single character that is input by the host supported
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terminal generates single character pacets anid requires remote echoing

fro.ri tne distant network host. AS the analysis of the JAC indicated,

tnis is a waste of network bandwidth, which also results in a high usage

tariff. Unfortunately, There are not netaork host operatiing as in the

l'AC such as line at a time, message at a time, and local echoing. 1iThe

followinF paragraph addresses a possible solution to the host supported

access transmission inefficiencies.

4.7.4. lost Supported Natwork Access Transmission Efficiency

Improvemrnen ts

If the mail is locally generated, edited, and read, these

inefficiencies are minimized to strictly the raail host commiands .jith

transmission efficient file transfer of t heL mail between the Local

natwork host and the mail host. Also, as discussed in paragraph63.,

the time interval flow control scheme also improves transmission

efficiency for the BElN UAIN supported mail hos ts . fo roduca the

transmission inefficiencies of interactive traffic a modification to the

rELAME protocol and the host operating system provides transmission and

echoing modes similar to the techniques discussed for the FAC in

paragraph 6.3.5. i'he transmission mode evaluation techniques should also

* be used to determine the effectiveness of this transmission scheme.

6.8. dost Supported Network Access Conclusions anJ aecommendations

The locally accessed Ic4FONAIL host does not requir2 the network for

any function other than T0il transfers. the ase of I local host as a

ne twork irterface for a te rm inalI i s a p o or ut 11iza t i on of n.e t wo r 1

bandwidth when the user is operatilng interactively. Oe ilternative ot
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utilizing the Ioc31 host as -, more efficient network interface is by

- incorpcrating the operating sytem and fEL 11Lf modifications discussed in

the previous paragraph. An external interface device, containing the

required software, should be an alternative to the medification of the

operating syste.n. I'he projected and recommended DN.1 usage tariffs would

both encourage these modifications.

6.9. UJser i/o Interface Lfficiency Analysis .ummary and [<ecor.mendations

fhe user interface with the DDN and subsequently with the [AFODI AIL

system was methodically dissected and analyzed according to the

efficiency criteria of Chapter Four. the evaluation consisted of aii

examination of each component from the user's terminal up to the

sLIpportin, IP, with the exclusion of the communications lines. rhere

.as inadequate tine to complete the ivaluation of the recnnique utilized

to determine the transmission hbndwidth of these lines but an

observation ;,as made that q more cost effective technique than allowing

the uses to determine his bandwidth requireents could Le made. The

evaluation of each component of the user interface varied according to

the function of that componeat. A representative mail session :odel

quantified the differences in re.i ired ne tworK resources for the

different terminals. Also the financial and use interoperabili ty

resource requirer;,en ts for t'.e terminals ;ere ,,termi, u A e

theoretical evaluation of the network resource requirements of the

* terminal and host supported network access techniques revealed tneir

limitations. The results indicated significant inefficiencies in the

use of the DO: to access 1iFO:IAIL. Thether it is i terminal to 3 FAC or

* terminal through a network host, the user/network interface does not
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u rovide the most network transmission etfticient iens to communicate.

It is recommended th-t the T.C he moified to provide a more networK

efficient transmrission mode. in addition these modifications should

also he included in the operatin, systems o network hosts that support

lNmFM!AIL access. The evaluation of user i/) devices determined that tie

personal computer was the preferred terminal. The intelligent terminal

had the same afticiency as the personal computer but lacked the

flexibility of the nrocyra[mainn capability. The teltyre had the lowest

efficiency performance against the evalu-ition criteria. Recomimend that

PT, encoura-e 1,;FOMiAIL users to utilize the more transmission efficient

oarsonai computer ihen accessin the p.,tore. ne a.aoe tariff provises

an incentive for the users to adopt transimission efficient terminals or

modify their current Onits to provide local storC"ae. and ed itinP

capabilities. libe results will lower the user's cost and utilize the

D resources more efficIently. T he following chapter will summarize

the conclusions of the ,efficiency analysis and lay out prioritized

recotmmendao to .the af iciency of the TPOMAIL system on the

112

I .



VII. Conclusions and Recommendations

7.0. Introduction

1'his chapter concludes the officiency -aiialvsis of the I.FDMAIL

app] ication on the DDA , by summar izin the significant results and

outi in in the prioritized strategies for Ir p lemen ting the

Srecor.mendations for the specific inefficiencies noted in the previous

c h-ptars. Althou(!h these recommendations are not exhaustive and mainly

deal with network transmission efficiencies, theyv acre determined to be

'i thi the area of DCA's :!rea tes t concern with the aviialble time.

onetheless, the analyis and resulting' recommendations for each item

,were dveloped in licht of their )enefits and required resources the

namnitude of these required resources, in a DoD wide programn, was

Aceterm l..d throu-h pricr experience as an Air Force Progran .lanager in

the ,)efense Satellite Iomunications System. To implement any of the

reco-T, e a(a tins, and justify the recuired resources, the future

recu iren% must be understood. The paragraph following the

rpconnendations will discuss the essentiality of this function.

7.1. Conclusion

ihe results of the analysis of the INFOM!AIL mail system indicated

inefficiencies in every area that was analyzed. t'hrough the use of a

simulated a-,ail session, the networ.< resources for four electronic mail

systens were evaluated. Tuep relative finaacial resources necessary to

orocure and support each mail system were also comDared as part of the

tcology 2v u-L tion. The last (va lua tion criteria was each mil

i'.'ste C. user interoper bility efficiency whicn is dependent on the

II?
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system's availability and reliability. The highest and lowest mail host

topologies in each efficiency criteria are summarized below.

Network Resource Evaluation:

1. The I FOiAIL architacture was the most inefficient nail 3ustem

architecture in its use of network resources because of its

centralized architecture.

2. The local mail host architecture proved to be the irost efficient in

its use of network resoLcces because of its highly distributed

architecture aad minimum dependence on the aetw'ork.

Financial x esource Evaluation:

1. The local mail host mail system utilized financial resources nore

efficiently than the other systems due to its reliaLility in design

and maintenance concept.

i. he distributed mail systen required the greatest financial

resources because of its multiple locations with its ,riaintenance

intensive eqaipment.

Uer Interoperability Evaluation:

1. The local mail host system had the highest user interoperability

efficiency because of its highly distributed architecture.

2. rhe INFONAIL system had the lowest interoperability efficienxcy due

to its very centralized architecture.

these same criteria and evaluation techniques were also Applied to

the user's 1/0 device to determine the ,ost efficient terminal

configuration. Ihe resuilts of this analysis showed the following.

I. The teletype was the most inefficient configuration in its use of

network resources because of its inability to store and perform

11
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editing off line unlike both the intelligent terminal and personal

computer.

2. The teletype also recuired the greatest amoun t of financial

resources because of its iaechanical hardware. Both the intelligent

terminal and the personal had higher efficiencies in this area

because of their solid state hardware.

3. The intelligent terminals/personal computer was the preferred

configruration in the user interoperability criteria because of its

mimimum mail system access time and hiqh reliability. fhe teletype

was the least attractive configuration I)ecause of its limited

capabilities.
I

The access techniques for the user to interface to the network were

eamined to determine their limitations. The cesults indicated that the

normal transmission mode of character at a time and remote echo, for the

IAC and the host supported network access, is a significantly inefficent

use of the network resources. The overall magnitude- of the above

summrized inefficiencies in all areas is an indicator of other lesser

problems that were not covered in the analysis due to scope and time

limitations. The following section discusses recoimended changes

resulting from the analysis.

7.2. Recommendation Strategy

DCA requested that the recommendations be prioritized accordinp to

the magnitude of the inefficiency they will alleviate and -Also the

amount of resources that will be required to implement them. Each

recommendation stands alone dithout the requirement for a ptevious one

to have been implemented. Obviously, since most of the thrust of this
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effort was on improving network transmission efficiency, the various

indeoendent recommendations will alter their expected network benefits

when implemented together. As an example, the implementation of a less

interactive communications mode on the network would improve network

transmission efficiency and eliminate a portion of the justification and

expected network performance improvement for a more localized topology.

',ionetheless, because of the other mail system network and user

enhancements provided by the more localized mail systems there is still

adequate justification for both the network transinission aid mail system

topology recommendations to be implemented together. The dual breakout

of prioritizations provides the manager with options to be engaged

depending on the severity of the problem or the availability of

resources.

7.2.1.0. "iagnitude of Inefficiency Prioritized Aecommeudations

The following is a prioritized listirig, of recommendations according

to magnitude, highest to lowest, of the inefficiency that will be

corrected.

7.2.1.1. Transmission Mode Recommendation

rhe most far reaching inefficiency covered in the analysis was

clearly in the network to user's I/O device interface which determines

the echoing and packet transmission characteristics. This problem

applies to all interactive character per packet communicacions on the

network. ?,ecom:nend that the transmission mode and echoing plans

outlined in paragraph 6.3.4. and 6.3.5. be develooed for both the TAC

and the host network access. Also that these plans be evaluated
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according to the test objectives in paragrapb 6.3.7. A successful

evaluation of this proposed plan on the MINi-f should oe followed with

its implementation on the DDN.

7.2.1.2. Aail System Topology

Although no design errors were revealed in che c irrent INFOrIAIL

mail system and it adequately meets the current requirements, there is

still roorm for improvement in network transmission efficiency. v'ith -

more localized topology, the highly inefficient character per packet

transmissions from the interactive user 1/O devices, could be limited to

smaller areas of the network. If future requirements indicate a

significant increase in DCA provided electronic mail service, then the

development should be initiated on one or more altecnative mail systems

outlined in paragraphs 5.5., 5.6., and 5.7. rhe specific mail system,

to develop, will be dependent on the magnitude and characteristics of

the additonal requirements and the amount of resources available to

implement the recommended topology. In Keeping with the overall

prioritization strategy of this section, and including the OCZC provided

efficiency criteria weighting factor, the following is a breakout, from

highest to lowest, of the recommended a]ternative mail systems as to the

magnitude of their total iTDrovenents to the network and to the mail

system availability/reliability.

1. Local Maii -iost.

2. Layered.

1. Distributed.
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7.2.1.3. lerminal Interface Recomendation

In the same area of improving network transmission efficiency is

the need to mare effectively utilize terminals on the network. Since

the terminal is provided by the user, DCA must encourage the use of more

capable alternatives to the teletype. Use of both the, network resource

efficient, intelligent terminal and the personal computer over the

network will be increasing and therefore the opportunity to engineer a

more effective interface, which will utilize the processor intelligence

of these systems, should oe initiated. Recommend that the outlined

alternatives in paragraph 6.6. be utilized to improve thi3 area.

7.2.1.4. dost Supported Access Interface Pecommendatio-u

4-etwork transruissioa efficiency could also be improved by miodifying
i

the TELNET protocol on host supported accesses to permit the local

echoing and multiple character at a time interactive communications :s

discussed in the previous recommendation. The m.-gnitude of this task

will be in convincing users to perform this upgrade on their equipment.

An alternative technique to modifying the host operating system could

be the development of an external interface device, containing the

required software. Because terminal access through a [AC is the

predominant network access technique for electronic mail the

improvements in transmission efficiency due to the implementatioa of

this recommendation will not be significant. Recommend that research

and development begin on upgrading the TELNEE protocol to incorporate

this more transmission efficient option.

M-i
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7.2.2. jagnitude of Resources Prioritized Recommendations

fhe following reflects the recommendations prioritized, from the

lowest to highest, in the amount of financial resources required to

implement them.

7.2.2.1. Transmission Mode Recommendation

As previously explained this recoirmendation has the possiblility of

reducing all user 1/0 interactive network requirements. Several

concepts have been formulated, .ith two outlined in paragraph 6.3.4. and

6.3.5., which can implement this recommendation ai th mostly an

al tera- tion in software. rhe problem could be segmented into

modifications to the TAC software and the access supporting network

host's operating system.

7.2.2.2. Terminal Interfacing -Recommendation

An alternative terminal configuration to the teletype must be

impressed upon the network users. fhe personal computer and intelligent

terroinal both have significant improvements over the teletype. A more

efficient interface between the network and the intelligent

terminal/personal computer would provide an improvement in network

transmission efficiency and an incentive to utilize either system over a

teletype. Recommend development of a more flexible network interface

that would utilize these user devices as more of a host-like device than

i terminal.

7.2.2.3. l{ost Supported Access Interface ecom,2-idation

An Improvement to the TELET protocol to provide more transmIssion

efficient communications from a host supported network access is needed.
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Eecause of the effort required to alter the TELNEr protocol and then

encourage users to adopt the modification, this reconmendation is

considered one of the nore difficult to implement. Recommend that this

TEL'\N1.T protocol nodification be researched and developed to improve

network transmission efficiency.

7.2.2.4. 'fail System Topology

An alternative mail system topology is warranted if a significant

increase in electronic mail users is forseen. fhe breakout ot the

several alternative systems into an implemeotation resource prioritized

list results in the following.

1. 'Distributed.

2. Local Atail Host.

3. Layered.

fhe distributed system is based on a more user localized

implementation of the current INFOMAIL system ;with the lowest

impleinentation resources required. rhe local mail host architecture

will require significant implementation resources but -,rill provide the

most efficient mail sustem within the ae t:ior K resorce and user

interoperability criteria. rhe layered mail system also improved the

utilization of the network and user interoperability resources but had

the highest implementation costs of all the mail systems. ,ecomaend

that the local mail host system he developed to cost effectively reduce

the impact of electronic mail on the Dl); .

7.3. Future Requirements

The <ey resource to implementing these recommnendations Is time.

II
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lost of them will require software/hardware development or standards to

be established or modified. In either case, the failure to program

sufficient lead time .against the recommendations mav result in art

inefficient implementation with negative side effects. ro determine

adequate lead time, the increase in requirements must be thoroughly

understood. A visit with the DDN Program .anagenent Office was an

adequate educator in this area. The reason why this report does not

contain a projected DDI; topology or include a brief summary of expected

requirements, is the rate of growth ot tne network. L'e DoD directive

to utilize the DDN for data courmunications evoked a si-nificant reaction

in the data processing communities. 1he robustness of the capacity of

the network, coupled with the segmentation of the research and

development portion of the network from the rest of the DDN, and

modifications to the current network topology, have absorbed this

initial onslaught of additional requirements. The current revolution of

information systems within the Dot in addition to the acQuisition of

approximTa tely 40,000 Z-100 -icrocomputers, which can utilize data

communications, is an indicator of the Luture requirements in nulbers

and characteristics (2:44). The future user ,ill be utilizing i

personal computer or a local area network to interface into the ')51;.

The interface with this user must be Tore affective in its use cf

network transmission handwiith. 2ommerciallv, the conc-, t of -lectronic

mail has rade cons ierable strides in s.pportlini (eo..rdphizal I

dispersed industries. it offers -1 vcrv reli 12 ni7h spceJ

co'rrunic-tions nedia. TNa applICahilitv )I electronic '=alI tc

cnr-r,-,un i ca tiois oper-) t ion - i ,t K.r~Iy ,, i:o tip?2j bv toC', s

6'
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traffic. With the worldwide voice comnunications requirements ot the

* DoD already taxing the Automatic Voice ietwork (AUTOVON ); the solution

to provide electronic mail service, almost as widespread as AHI'OVO'A,

seems to be tnevitable. The current electronic mail syistem topology has

been shown to be inefficient in its use of network resources,

narticularly when dealing with the interactive terminal, and its

expandability is limited. The development of an alternative mail system

architecture which will capitalize on the DoD proliferation of

information systems seems to be prudent use of the key resource

le--ad time. As in the many DoD communications programs, requirements

e.pand without fin organized approach to accepting the additional users

-t a mtnimum delay, the new users will attempt to satisfy their

recuirements utilizing alternative nailI systems. The potpourri of

competitive mail systems will not be optim-ized as efficiently as the

alternative mail systems discussed ir this study. They will also not

crovide the essential nocrational control, that any common mail system

possesses, nor will they be the most cost etffective solution for the

- DoD.

7.7'. Recommended Further Areas of Study

4This effort identified several areas of inefficient use of the DON

transmission bandwidth. Fhe one area that was not iddressed in the end

to eni eff iciency analysis of the INFOIAIL nail syste;n on the DUN ,as

the iccess line between the terminal and the EAG. The current

uthodolo:i of ailowino the user to determine the transmission bandwidth

ths Line without a requirements justification does not appear to be

o ct etrfetive . A study of the parameters necessary to determine this
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haadwid th could specify a procedure which would translate user

require,1ents into 3 more supportable decision. Recolmend that this area

De studied to determine the most cost effective solution. An

embellishment oF the contents of this thesis could be a specific

nathematical ,iodel of the various nail system topologies which jould

connect the c,,rrent '! FO'IAIL users and indicate tne inpacts on the

network based on the Tail syste. Recomimern that this efiort be pursued

to help justify a mail 3ystem topology alteratioa.

4
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Appendix - Ferminal Network Resource Evaluation

A. Introduction

This section contains the calculations that were used to evaluate

the network resource requirements of the three terminal configurations.

Fhis was accomplished through the use of a mail session model which

represents the typical user/mail host interaction of

genera tinp/edI ting/pos ting/reading/filin?/discarding electronic mail.

The 'ovement Information Network (M!!NET) mail session model was applied

3cjlinst the three different terminal configurations to determine the

number and distribution of packets generated by each system. These

calcul-itions provde a comparison of the terminal's efficiency in the use

of the D:)4 communications capabilities. With a constant overhead of 320

hits per packet and 1008 bits as a maximum packet size, the most

efficient use of the packet would contain 433 bits or 61 ASCII

chrcters. Conversely, the least efficient packet would carry one bit

of information. The normal transmission mode for the TAC is character

it a time, which results in 8 bits of information per 520 bits of

overhead. This section characterizes the three terminal confimurations

'-v Ihe -number and size of various packets. The metric for this analysis

is the MINEf mail session model which was developed by BBN with inputs

from the MINET community in Europe. The following paragraph addresses

some particular details of the mail session model.

-\.l. "ail Session Model

The -I1JET was desl-ned as the first network with electronic mail as

its primary function. It was unique from the DON because it had to
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utiliize narrowband communications media for inter I>iP trunks. The

narrowband communications lines could only provide 9.6 kbps transmission

speeds in comparison to the 50 kbps of the DDN. Fhis requirement

necessitated the most efficient design of the network and Its

interfaces. The requirement model used in this design effort was

determined through surveys with the future I.N'T community, coupled with

the projected expansion of these requirements, by BBN design engineers,

is user familiarity with the system increased. lhe model was further

adapted by BBN engineers to represent the typical mail session model

characteristic of DDN use rs (14:25). The final revision of this model

was done to more accurately portray the government sytle of written

communications correspondence that DCA personnel use. This latest model

idaptation amounted to the distribution of several coordination copies

of each message. Fhe following is an outline of the model-s typical

Wi-mail session:

A.I.I. >I1ail Generation, Fditing, and Posting

Ihe representative user composes a message to five other

individuals (each name and address requiring 25 characters) and sends

information coordination copies to another five individuals. Ais text

is aoporximately 35 lines (1505 characters) long and he needs to edit at

least four errors that require at least ten lines of his message to be

displayed per error. tie views the entire message once in its entirety

before sending the mail.

A.1.2. lail -Reading, Uiscarding, and Filing

The representative user reads one message, which contains a 1600
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character header and text, and then discards or tiles it.

%..2. Assumptions

The network resource comparison was accomplished under the

following assumptions:

1. The FAC is in its normal character at a time transmission mode for

the teletype.

2. the intelligent terminal and personal computer are confirurcd as

storage and local editing systems , as evaluated in Chapter 6.

During mail host command interaction, the TAC is in character at a

time, wbile file transfers, durins the text generation and reading,

are accomplished in the line at at time node.

3. A'I character at a time echoing is done In the normal rem-ote echo

mode from the mail host and in the local echo mode for the line at

a time transmissions.

4. The access line transmission speed between the terminal and the TAG

is at 9600 bps.

5. There is an average load of other terminal traffic on the rAC.

A.3. Terminal Evaluation

The following is the action by action OreaKout, in numbers and

aproximate size of packets, due to the mail functions according to the

mail session model. In character at a time and remote echo mode, each

character from the terminal requires two packets. One packet contains

the input character and the other packet contains the same character

from the mail host back to the terminal to provide an echo. Characters

transmitted by the mnail host are grouned into larger packets and even
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Into multiple packet nessages. Fhere is no echo required for the ,ail

host. As an example, a user at i te Ietype would input the coimmand

S "XRTF<carriae return>" hion consists of 7 ASCII characters including

tle carriale return onich results in 7 input packets and 7 received ecio

packets for a totil of 14 packets. The IJFOMIAIL prompt from, the mnil

host consists of "<linefeed>-->' which contains 5 ASCII characters with

the linefeed all within one packet which does not require an echo

pc acket. Line at a time 4ith local echo mode allows a *acet to contain

a line of text, which for the NI 4E1 mail session model consists of 43

characters per line and packet. The fAC provides echoes to tee terminal

e7a t ing the requiref-,en t for the ail hos t to tr.jns:ni t them. In

40
9ddi tion, the TCP acknowledgements between the TfAC -nd the mail host,

that indicates the transTitted message was received, are required which

doubles the total number of packets transmitted. [he number of actions

that are required to complete each sequence of the nail function, in

addition to their source as either .mser i1) or mail host (l), is

provided, in the evaluation. ,n example -would be the acer inputting 5

alnes and addresses which requires 5 separate actions (I4:I01-134).

U nder th'ese -uidelines the number of packets and their approximnate size

4ere calculated in the following tables for the various :nail functions

300d terminal configurations.

0

127

"S



A.3.1. Teletype Terminal Evaluation

Table A.0. Mail Generation, Editing, and Posting Packet Characteristics

from the MINET model for the Teletype Terminal.

Seq. Description Origin No. of No. of No. of
No. of Action Act. Char/Act. Pkts/Act.

1. INFOMAIL Prompt H 1 5 1

2. Request to CREATE U 1 7 14

3. Prompt for Each H 5 5 1
Addressee

4. Enter Recipients U 5 16 32
Names & Address

5. Sender's Name and H 1 16 1
Address

6. Prompt for Subject H 1 11 1
Title

7. Enter Subject Title U 1 30 60

8. Message Date H 1 30 1

9. Prompt for Coord. H 1 6 1
Copies

10. Enter Each Coord. U 5 16 32
Copy Name & Address

11. Prompt for Text H 1 8 1

12. Insert Text of U 1 1505 3010
Message

13. INFOMAIL Reports H 1 45 1
on Message Status

14. INFOMAIL Prompt H 1 5 1

15. Request Editor U 1 5 10
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Seq. Description Origin No. of No. of No. of

No. of Action Act. Char/Act. Pkts/Act.

16. Prompt for Editor H 2 10 1

17. Request to Display U 4 5 10

Ten lines of message

18. Ten lines of Message H 4 427 7
Displayed H 4 3 1

19. Cursor Command to U 4 5 10
Line Five to Edit

20. Edit Message U 4 10 20

21. Display Edited Line H 4 43 1

22. Request to Display U 1 5 10
Entire Message

23. Display Message H 1 1586 26
H 1 14 1

24. Exit Editor U 1 5 1

25. Response on Message H 1 45 1
from INFOMAIL

26. INFOMAIL Prompt H 1 5 1

27. Move Message to U 1 20 40

OUTBOX

28. INFOMAIL Message H 1 30 1
Status

29. INFOMAIL Prompt H 1 5 1

30. Command Immediate U 1 5 10
Mailing of OUTBOX
Contents

31. INFOMAIL Message H 1 23 1
Status

32. INFOMAIL Prompt H 1 5 1
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Mail Generation, Editing, and Posting Results:

Total Data Packets Originated by Terminal 3644

TCP Packet Acknowledgements 3644

Total Data Packets Originated by the MAIL Host 89

TCP Packet Acknowledgements 89

Total Data Packets with Acknowledgements due to this Session 7466

Table A.I. User/Mail Host Mail Generation, Editing, and Posting Packet

Length Frequency Distribution from the MINET model for the Teletype

Terminal

c Packet Length Frequency Distribution

(Char/Pkt)_ %

1-20 98.3

21-40 0.08

41-61 1.6

NOTES:

1. Characters are 8 bits long.

2. These values do not include TCP acknowledgements.

I
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A.3.1.1. Mail Reading, Discarding, and Filing

Terminal configuration is independent of the transmission

efficiency in performing these functions with the current DDN

configuration.

Table A.2. Mail Reading, Discarding/Filing Packet Characteristics from

the MINET model for the Teletype, Intelligent Terminal, and Personal

Computer

Seq. Description Origin No. of No. of No. of
No. of Action Act. Char/Act. Pkts/Act.

1. INFOMAIL Prompt H 1 5 1

2. Read Message in U 1 15 30
INBOX

3. Display Entire H 1 1586 26
Message H 1 14 1

4. INFOMAIL Prompt H 1 5 1

5. Discard or File U 1 8 16
Message

6. INFOMAIL Status H 1 23 1
on Message

7. INFOMAIL Prompt H 1 5 1
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Mail Reading, Discarding/Filing Session Results:

Total Data Packets Originated by Terminal 46

TCP Packet Acknowledgements 46

Total Data Packets Originated by Host 31

TCP Packet Acknowledgements 31

Total Data Packets with Acknowledgements due to this session 154

Table A.3. User/Mail Host Mail Reading, Discarding/Filing Session Packet

Length Frequency Distribution from the MINET model for the Teletype,

Intelligent Terminal, and Personal Computer

Packet Length Frequency Distribution

(char/pkt) %

1-20 64.93

21-40 1.3

41-61 33.77

NOTES:

1. These values do not include TCP acknowledgements.

2. Characters are 8 bits long.

0
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A.3.2. Intelligent Terminal and Personal Computer Evaluation

Table A.4 Mail Generation, Editing, and Posting Packet Characteristics

from the MINET model for the Intelligent Terminal and the Personal

Computer

Seq. Description Origin No. of No. of No. of
No. of Action Act. Char/Act. Pkts/Act.

1. INFOMAIL Prompt H 1 5 1

2. Request to CREATE U 1 7 14
3. Prompt for Each H 5 5 1

Addressee

* 4. Enter Recipient's U 5 16 32
Name & Address

5. Sender's Name & H 1 16 1
Address

6. Prompt for Subject H 1 11 1
Title

7. Enter Subject Title U 1 30 60

8. Message Date H 1 30 1

9. Prompt for Coord. H 1 6 1
Copies

10. Enter Each Coord. U 5 16 32
Copy's Name & Address

11. Prompt for Text H 1 8 1

12. User Control

Sequence to TAC

to Change to Line
at a Time Mode/Local
Echo
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Seq. Description Origin No. of No. of No. of
No. of Action Act. Char/Act. Pkts/Act.

13. Transfer Text from U 1 1505 43
Terminal Storage

to Mail Host

14. User Control
Sequence to TAC

to Change to
Character at a Time
Mode/Remote Echo

15. INFOMAIL Reports H 1 45 1

on Message Status

16. Command Immediate U 1 5 10
Mailing of OUTBOX

Contents

17. INFOMAIL Message H 1 23 1
Status

18. INFOMAIL Prompt H 1 5 1

NOTE: All Editing is done locally and does not require network or mail

host access.

Mail Generation, Editing, and Posting Results:

Total Data Packets Originated by Terminal 311

TCP Acknowledgements 311

Total Data Packets Originated by Host 19

TCP Acknowledgements 19

Total Data Packets with Acknowledgements due to this Session 660
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Table A.5. User/Mail Host Mail Generation, Editing, and Posting Packet

Length Frequency Distribution from the MINET model for the Intelligent

Termimal and the Personal Computer

Packet Length Frequency Distribution

(Char/Pkt) %

1-20 88.79

21-40 0.606

41-61 10.6

NOTES:

1.These values do not include TCP acknowledgments.

2.Characters are 8 bits long.

Table A.6. Average Packet Utilization Rate Comparison between Terminals

based on the MINET Model

MAIL FUNCTION

Terminal Generate/Edit/Post Read/Discard/File

Teletype 3.45% 35.85%

Intelligent

Terminal and 9.66% 35.85%

Personal Computer
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A.4. Terminal Packet Characteristics Analysis

* •The results show the obvious advantage of the intelligent terminal

and personal computer in use of the network bandwidth. Specifically,

the text Feneration and editing functions, in the FAC's normal character

at a time and remote echo mode, created the largest percentage of

inefficient small packet traffic for the teletype but were the areas in

which the two alternatives had their greatest advantages. the data also

shows the reduction in packet traffic when the TAC transmission mode is

flItered from its normal character at a time and remote echo as seen in

r.lTle A.1 (Sequence No.12) to the line at a time and local echo as seen

in Table A.4 (Sectence No. 13). The rAC could have been ccnfigured in

the line at i time and local echo mode for the teletype evaluation but

single command characters, required for editing, would not have

functioned properly in this mode. rhe two alternative configurations

did not have a need for mail host editing since this function was

accomplished locally. rhe final conclusion from these results is the

utilization of each packet's transmission capability as determined by

the amount of characters in each packet or in packet length. Tables

A.1, A.3, and A.5 reflect the frequency distribution of three ranges of

packet sizes. The lowest rangs- from 1 to 20 characters per packet

represents the most inefficient use of the network transmission

bandwidth and results fro the rAC's character at a time and remote echo

mode with the interactive traffic generated from the MINET model. The

21-40 characters per packet range indicates a hipher transmission

efficiency and was generated through the query/response actions in the

model. The 41-61 range is the most efficient use of the packet and the
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packet and the network cransmissiou oandwidch and was primarily due to

ftle transmissions. The average utilization rate of each packet, which

provides a more accurate reflection of network transmission, is compared

between the various configurations in Fable A.6. Once again it is

apparent that the I/0 device that communicates through large packeks,

more efficiently utilizes the network resources. This difference

'lemons trates the enhancement of 3 tele type terminal modified with a

local storage and editing capability. Further improvements could be

realized in the intelligent terminal and personal computer options by

storino the format of the entire message, including the header, wnich

could permit the entire mail message to be generated and edited locally

itth the final product transmitted to the IIFOkY,!AIL mail host.
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